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Introduction

• Book overview and key learning points

• Book audience

• How this book is organized

Book overview and key learning points
The Basics of Information Security will provide the reader with a basic knowl-

edge of information security in both theoretical and practical aspects. We will

first cover the basic knowledge needed to understand the key concepts of infor-

mation security, discussing many of the concepts that underpin the security world.

We will then dive into practical applications of these ideas in the areas of opera-

tions, physical, network, operating system, and application security.

Book audience
This book will provide a valuable resource to beginning security professionals, as

well as to network and systems administrators. The information provided on can be

used to develop a better understanding on how we protect our information assets

and defend against attacks, as well as how to apply these concepts practically.

Those in management positions will find this information useful as well, from

the standpoint of developing better overall security practices for their organiza-

tions. The concepts discussed in this book can be used to drive security projects

and policies, in order to mitigate some of the issues discussed.

How this book is organized
This book is designed to take the reader through a logical progression for a foun-

dational understanding of information security and is best read in the order of the

chapters from front to back. In the areas where we refer to information located in

other chapters in the book, we have endeavored to point out where the informa-

tion can be found. The following descriptions will provide an overview of the

contents of each chapter.

Chapter 1: What is information security?

In this chapter, we cover some of the most basic concepts of information security.

Information security is vital in the era in which data regarding countless
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individuals and organizations is stored in a variety of computer systems, often not

under our direct control. We talk about the diametrically opposing concepts of

security and productivity the models that are helpful in discussing security con-

cepts, such as the CIA triad and the Parkerian hexad, as well as the basic concepts

of risk and controls to mitigate it. Lastly, we cover defense in depth and its place

in the information security world.

Chapter 2: Identification and authentication

In Chapter 2, we cover the security principles of identification and authentication.

We discuss identification as being the process by which we assert the identity of

a particular party, whether this is true or not. We talk about the use of authentica-

tion as the means of validating whether the claim of identity is true. Also covered

are multifactor authentication and the use of biometrics and hardware tokens to

enhance surety in the authentication process.

Chapter 3: Authorization and access control

In this chapter, we discuss the use of authorization and access control.

Authorization is the next step in the process that we work through in order to

allow entities access to resources. We cover the various access control models

that we use when putting together systems such as discretionary access control,

mandatory access control, and role-based access control. We also talk about mul-

tilevel access control models, including Bell LaPadula, Biba, Clark-Wilson, and

Brewer and Nash. In addition to the commonly discussed concepts of logical

access control, we also go over some of the specialized applications that we might

see when looking specifically at physical access control.

Chapter 4: Auditing and accountability

We discuss the use of auditing and accountability in this chapter. We talk

about the need to hold other accountable when we provide access to the

resources on which our businesses are based or to personal information of a

sensitive nature. We also go over the processes that we carry out in order to

ensure that our environment is compliant with the laws, regulations, and poli-

cies that bind it, referred to as auditing. In addition, we address the tools that

we use to support audit, accountability, and monitoring activities, such as log-

ging and monitoring.

Chapter 5: Cryptography

In this chapter, we discuss the use of cryptography. We go over the history of

such tools, from very simple substitution ciphers to the fairly complex electrome-

chanical machines that were used just before the invention of the first modern
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computing systems and how they form the basis for many of our modern algo-

rithms. We cover the three main categories of cryptographic algorithm: symmetric

key cryptography, also known as private key cryptography, asymmetric key cryp-

tography, and hash functions. We also talk about digital signatures which can be

to ensure that data has not been altered and certificates which allow us to link a

public key to a particular identity. In addition, we cover the mechanisms that we

use to protect data at rest, in motion, and, to a certain extent, in use.

Chapter 6: Laws and regulations

In chapter, we discuss a number of issues that pertain to laws, regulations, com-

pliance, and privacy. We cover how a great number of laws and regulations exist

that may be pertinent to computing, as well as how such things can vary heavily

from one country to the next. We talk about issues regarding regulatory compli-

ance and industry compliance, and how these might affect businesses and organi-

zations operating in a wide variety of industries. Lastly, we investigate the issue

of privacy overall, including privacy rights and how privacy issues may come

into play when conducting business.

Chapter 7: Operations security

This chapter covers operational security. We talk about the history of operational

security, which reaches at least as far back as the writings of Sun Tzu in the sixth

century BC to the words of George Washington, writings from the business com-

munity, and formal methodologies from the US government. We talk about the

five major steps of operations security: identifying critical information, analyzing

threats, analyzing vulnerabilities, determining risks, and planning countermea-

sures. We also go over the Laws of OPSEC, as penned by Kurt Haas. In addition

to discussing the use of operations security in the worlds of business and govern-

ment, we also address how it is used in our personal lives, although perhaps in a

less formal manner.

Chapter 8: Human element security

In this chapter, we have go into several issues that pertain to the human element

of information security and why the people that staff our organizations to pose a

security challenge that cannot be directly addressed with technical controls in

every case. We cover items that we might want to discuss with users including

protecting data, passwords, social engineering, network usage, malware, use of

personal equipment on corporate networks, clean desk policies, and policy and

regulatory knowledge. We also talk about what we can do to make our security

awareness and training programs better, and the steps that we can take to make

this information impact the behavior of users.
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Chapter 9: Physical security

In this chapter, we discuss physical security. We address the main categories of

physical security controls, to include deterrent, detective, and preventive mea-

sures, and discuss how they might be put in place to mitigate physical security

issues. We talk about the foremost concern in physical security, ensuring the

safety of our people, and talk about how data and equipment can generally be

replaced, when proper precautions are taken, though people can be very difficult

to replace. We also cover the protection of data, secondary only to protecting our

people and how this is a highly critical activity in our world of technology-based

business. Lastly, we discuss protecting our equipment, both outside of and within

our facilities

Chapter 10: Network security

In this chapter, we examine how we might protect our networks from a variety of

different angles. We go over secure network design and segmentation properly,

ensuring that we have the proper choke points to enable control of traffic and that

we are redundant where such is needed. We look into the implementation of secu-

rity devices such as firewalls and intrusion detection systems, the protection of

our network traffic with VPNs and security measures specific to wireless net-

works when we need to use them, and make use of secure protocols. We also con-

sider a variety of security tools, such as Kismet, Wireshark, Nmap, honeypots,

and other similar utilities.

Chapter 11: Operating system security

In this chapter, we explore hardening as one of the primary tools for securing the

operating system and the steps that we take to do so. We also review the addi-

tional security-related software that we might use to secure our systems including

anti-malware tools, software firewalls, and host-based intrusion detection systems

in order to protect us from a variety of attacks. Lastly, we touch on some of the

security tools that we can use from an operating perspective, including port scan-

ners such as Nmap, vulnerability analysis tools like Nessus, and exploit frame-

works, such as Metasploit.

Chapter 12: Application security

In this chapter, we consider the various ways in which we might secure our appli-

cations. We go over the vulnerabilities common to the software development pro-

cess, including buffer overflows, race conditions, input validation attacks,

authentication attacks, authorization attacks, and cryptographic attacks, and how

we might mitigate these by following secure coding guidelines. We talk about

web security, the areas of concern on both the client side issues and server side of

the technology. We introduce database security and cover protocol issues,
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unauthenticated access, arbitrary code execution, and privilege escalation and the

measures that we might take to mitigate such issues. Lastly, we examine security

tools from an application perspective, including sniffers such as Wireshark, fuzz-

ing tools including some developed by Microsoft, and web application analysis

tools such as Burp Suite in order to better secure our applications.

CONCLUSION

Writing this book was an adventure for the author, as always. Hopefully you

enjoy the end result and that your view into the world of information security is

expanded. The security world can be an interesting and, at times, hair raising field

to work in. Welcome and good luck!
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INFORMATION IN THIS CHAPTER

• What is security?

• Models for discussing security issues

• Attacks

• Defense in depth

INTRODUCTION

Information security is a concept that becomes ever more enmeshed in many

aspects of our society, largely as a result of our nearly ubiquitous adoption of

computing technology. In our everyday lives, many of us work with computers

for our employers, play on computers at home, go to school online, buy goods from

merchants on the Internet, take our laptops to the coffee shop and check our e-mail,

carry our smartphones on our hips and use them to check our bank balances, track

our exercise with sensors in our shoes, and so on, ad infinitum.

Although this technology enables us to be more productive and allows us to

access a host of information with only a click of the mouse, it also carries with it a

host of security issues. If the information on the systems used by our employers

or our banks becomes exposed to an attacker, the consequences can be dire indeed.

We could suddenly find ourselves bereft of funds, as the contents of our bank account

are transferred to a bank in another country in the middle of the night. Our company

could lose millions of dollars, face legal prosecution, and suffer damage to its reputa-

tion because of a system configuration issue allowing an attacker to gain access to

a database containing personally identifiable information (PII) or proprietary infor-

mation. We see such examples appear in the media with disturbing regularity.

If we look back 30 years, such issues related to computer systems were nearly

nonexistent, largely due to the low level of technology implementation and the few

people who were using what was in place. Although technology changes at an

increasingly rapid rate, and specific implementations arise on a seemingly daily
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basis, much of the theory that discusses how we go about keeping ourselves secure

changes at a much slower pace and does not always keep up with the changes to

our technology. If we can gain a good understanding of the basics of information

security, we are on a strong footing to cope with changes as they come along.

What is security?
Information security is defined as “protecting information and information systems

from unauthorized access, use, disclosure, disruption, modification, or destruction,”

according to US law [1]. In essence, it means we want to protect our data (whereever

it is) and systems assets from those who would seek to misuse it.

In a general sense, security means protecting our assets. This may mean protecting

them from attackers invading our networks, virus/worms, natural disasters, adverse

environmental conditions, power failures, theft or vandalism, or other undesirable

states. Ultimately, we will attempt to secure ourselves against the most likely forms

of attack, to the best extent we reasonably can, given our environment.

When we look at what exactly it is that we secure, we may have a broad range

of potential assets. We can consider physical items that we might want to secure,

such as those of inherent value (e.g., gold bullion) or those that have value to our

business (e.g., computing hardware). We may also have items of a more ethereal

nature, such as software, source code, or data. In today’s computing environment,

we are likely to find that our logical assets are at least as valuable as, if not more

than, our physical assets. Additionally, we must also protect the people who are

involved in our operations. People are our single most valuable asset, as we cannot

generally conduct business without them. We duplicate our physical and logical assets

and keep backup copies of them elsewhere against catastrophe occurring, but without

the skilled people to operate and maintain our environments, we will swiftly fail.

In our efforts to secure our assets, we must also consider the consequences of the

security we choose to implement. There is a well-known quote that says, “The only

truly secure system is one that is powered off, cast in a block of concrete and sealed

in a lead-lined room with armed guards—and even then I have my doubts” [2].

Although we could certainly say that a system in such a state could be considered

reasonably secure, it is surely not usable or productive. As we increase the level of

security, we usually decrease the level of productivity. With the system mentioned

in our quote, the level of security would be very high, but the level of productivity

would be very near zero. The goal of a security plan is to find the balance between

protection, usability, and cost.

Additionally, when securing an asset, system, or environment, we must also

consider how the level of security relates to the value of the item being secured.

We can, if we are willing to accommodate the decrease in performance, apply

very high levels of security to every asset for which we are responsible. We can

build a billion-dollar facility surrounded by razor wire fences and patrolled by

armed guards and vicious attack dogs, and carefully place our asset in a hermetically
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sealed vault inside . . . so that mom’s chocolate chip cookie recipe will never come

to harm, but that would not make much sense. In some environments, however,

such security measures might not be enough. In any environment where we plan to

put heightened levels of security in place, we also need to take into account the cost

of replacing our assets if we do happen to lose them and make sure we establish

reasonable levels of protection for their value. The cost of the security we put in

place should never outstrip the value of what it is protecting.

When are we secure?

Defining the exact point at which we can be considered secure presents a bit of a

challenge. Are we secure if our systems are properly patched? Are we secure if we

use strong passwords? Are we secure if we are disconnected from the Internet

entirely? From a certain point of view, all of these questions can be answered with a

“no,” so the real question is are we reasonably secure.

Even if our systems are properly patched, there will always be new attacks to

which we are vulnerable. When strong passwords are in use, there will be other

avenues that an attacker can exploit. When we are disconnected from the Internet,

our systems can be physically accessed or stolen. In short, it is very difficult to

define when we are truly secure. We can, however, turn the question around.

Defining when we are insecure is a much easier task, and we can quickly list

a number of items that would put us in this state:

• Not patching our systems or not patching quickly enough

• Using weak passwords such as “password” or “12345678”

• Downloading infected programs from the Internet

• Opening dangerous e-mail attachments from unknown senders

• Using wireless networks without encryption that can be monitored by anyone

We could go on for some time creating such a list. The good thing is that once

we are able to point out the areas in an environment that can cause it to be insecure,

we can take steps to mitigate these issues. This problem is akin to cutting something

in half over and over; there will always be some small portion left to cut again.

Although we may never get to a state that we can definitively call “secure,” we can

take steps in the right direction.

Alert!
Compliance is a key aspect of any security program and should be coordinated

across the organization. The bodies of law that define standards for security vary

quite a bit from one industry to another and wildly from one country to another.

Organizations that operate globally are very common at present, and we need

to take care that we are not violating any such laws in the course of conducting

business. We can see exactly such a case when we look at the differences in data
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privacy laws between the United States and the European Union. When in doubt,

consult legal counsel before acting.

Some bodies of law or regulations do make an attempt to define what secure

is, or at least some of the steps we should take to be “secure enough.” We have

the Payment Card Industry Data Security Standard (PCI DSS) for companies that

process credit card payments, the Health Insurance Portability and Accountability

Act of 1996 (HIPAA) for organizations that handle health care and patient

records, the Federal Information Security Management Act (FISMA) that defines

security standards for many federal agencies in the United States, and a host of

others. Whether these standards are effective or not is the source of much discus-

sion, but following the security standards defined for the industry in which we are

operating is generally considered to be advisable, if not mandated.

Models for discussing security
When we discuss security issues, it is often helpful to have a model or framework

that we can use as a foundation or a baseline. This gives us a consistent set of

terminology and concepts that we, as security professionals, can refer to when

security issues arise.

The confidentiality, integrity, and availability triad

Three of the primary concepts in information security are confidentiality, integrity,

and availability, commonly known as the confidentiality, integrity, and availability

(CIA) triad, as shown in Figure 1.1. The CIA triad gives us a model by which

we can think about and discuss security concepts, and tends to be very focused on

security, as it pertains to data.

Confidentiality

IntegrityAvailability

FIGURE 1.1

The CIA triad.
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More advanced
The common notation for confidentiality, integrity, and availability is CIA.

In certain materials, largely those developed by International Information

Systems Security Certification Consortium (ISC2) we may see this rearranged

slightly as CAI where folks associate CIA with Central Intelligence Agency.

No change to the concepts is implied in this rearrangement, but it can be

confusing for those who do not know about it in advance. We may also see the

CIA concepts expressed in their negative forms: disclosure, alteration, and

denial (DAD).

Confidentiality
Confidentiality is a concept similar to, but not the same as, privacy. Confidentiality

is a necessary component of privacy and refers to our ability to protect our data

from those who are not authorized to view it. Confidentiality is a concept that may

be implemented at many levels of a process.

As an example, if we consider the case of a person withdrawing money from

an ATM, the person in question will likely seek to maintain the confidentiality

of the personal identification number (PIN) that allows him, in combination

with his ATM card, to draw funds from the ATM. Additionally, the owner of

the ATM will hopefully maintain the confidentiality of the account number, bal-

ance, and any other information needed to communicate to the bank from which

the funds are being drawn. The bank will maintain the confidentiality of the

transaction with the ATM and the balance change in the account after the funds

have been withdrawn. If at any point in the transaction confidentiality is com-

promised, the results could be bad for the individual, the owner of the ATM,

and the bank, potentially resulting in what is known in the information security

field as a breach.

Confidentiality can be compromised by the loss of a laptop containing data,

a person looking over our shoulder while we type a password, an e-mail attachment

being sent to the wrong person, an attacker penetrating our systems, or similar issues.

Integrity
Integrity refers to the ability to prevent our data from being changed in an unautho-

rized or undesirable manner. This could mean the unauthorized change or deletion of

our data or portions of our data, or it could mean an authorized, but undesirable,

change or deletion of our data. To maintain integrity, we not only need to have the

means to prevent unauthorized changes to our data but also need the ability to reverse

authorized changes that need to be undone.

We can see a good example of mechanisms that allow us to control integrity in

the file systems of many modern operating systems such as Windows and Linux.

For purposes of preventing unauthorized changes, such systems often implement

permissions that restrict what actions an unauthorized user can perform on a given
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file. Additionally, some such systems, and many applications, such as databases,

can allow us to undo or roll back changes that are undesirable.

Integrity is particularly important when we are discussing the data that provides

the foundation for other decisions. If an attacker were to alter the data that con-

tained the results of medical tests, we might see the wrong treatment prescribed,

potentially resulting in the death of the patient.

Availability
The final leg of the CIA triad is availability. Availability refers to the ability to

access our data when we need it. Loss of availability can refer to a wide variety

of breaks anywhere in the chain that allows us access to our data. Such issues

can result from power loss, operating system or application problems, network

attacks, compromise of a system, or other problems. When such issues are caused

by an outside party, such as an attacker, they are commonly referred to as a denial

of service (DoS) attack.

Relating the CIA triad to security
Given the elements of the CIA triad, we can begin to discuss security issues in

a very specific fashion. As an example, we can look at a shipment of backup

tapes on which we have the only existing, but unencrypted, copy of some of our

sensitive data stored. If we were to lose the shipment in transit, we will have a

security issue. From a confidentiality standpoint, we are likely to have a prob-

lem since our files were not encrypted. From an integrity standpoint, presuming

that we were able to recover the tapes, we again have an issue due to the lack

of encryption used on our files. If we recover the tapes and the unencrypted

files were altered, this would not be immediately apparent to us. As for avail-

ability, we have an issue unless the tapes are recovered since we do not have a

backup copy of the files.

Although we can describe the situation in this example with relative accuracy

using the CIA triad, we might find that the model is more restrictive than what

we need in order to describe the entire situation. An alternative model does exist

that is somewhat more extensive.

The Parkerian hexad

The Parkerian hexad, named for Donn Parker and introduced in his book Fighting

Computer Crime, provides us with a somewhat more complex variation of the

classic CIA triad. Where the CIA triad consists of confidentiality, integrity, and

availability, the Parkerian hexad consists of these three principles, as well as

possession or control, authenticity, and utility [3], for a total of six principles,

as shown in Figure 1.2.
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Alert!
Although it is considered by some to be a more complete model, the Parkerian

hexad is not as widely known as the CIA triad. If we decide to use this model

in discussion of a security situation, we should be prepared to explain both the

difference and benefits.

Confidentiality, integrity, and availability
As we mentioned, the Parkerian hexad encompasses the three principles of the

CIA triad with the same definitions we just discussed. There is some variance in

how Parker describes integrity, as he does not account for authorized, but incor-

rect, modification of data and instead focuses on the state of the data itself in the

sense of completeness.

Possession or control
Possession or control refers to the physical disposition of the media on which the

data is stored. This enables us, without involving other factors such as availabil-

ity, to discuss our loss of the data in its physical medium. In our lost shipment of

backup tapes, let us say that some of them were encrypted and some of them

were not. The principle of possession would enable us to more accurately describe

the scope of the incident; the encrypted tapes in the lot are a possession problem

but not a confidentiality problem, and the unencrypted tapes are a problem on

both counts. This is critical in today’s environment where data can be on multiple

devices and there could be numerous versions.

Authenticity
Authenticity allows us to talk about the proper attribution as to the owner or creator

of the data in question. For example, if we send an e-mail message that is altered

so as to appear to have come from a different e-mail address than the one from

Confidentiality Availability Integrity Posession Authenticity Utility

Parkerian hexad

FIGURE 1.2

The Parkerian hexad.
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which it was actually sent, we would be violating the authenticity of the e-mail.

Authenticity can be enforced through the use of digital signatures, which we will

discuss further in Chapter 5. A very similar, but reversed, concept to this is nonre-

pudiation. Nonrepudiation prevents someone from taking an action, such as sending

an e-mail, and then later denying that he or she has done so. This is critical to

e-commerce and is defined by the laws governing the transactions. We will discuss

nonrepudiation at greater length in Chapter 5 as well.

Utility
Utility refers to how useful the data is to us. Utility is also the only principle of the

Parkerian hexad that is not necessarily binary in nature; we can have a variety of

degrees of utility, depending on the data and its format. This is a somewhat abstract

concept, but it does prove useful in discussing certain situations in the security world.

For instance, in one of our earlier examples, we had a shipment of backup tapes,

some of which were encrypted and some of which were not. For an attacker, or other

unauthorized person, the encrypted tapes would likely be of very little utility, as the

data would not be readable. The unencrypted tapes would be of much greater utility,

as the attacker or unauthorized person would be able to access the data.

Attacks
We may face attacks from a wide variety of approaches and vectors. When we look

at what exactly makes up an attack, we can break it down according to the type of

attack that it represents, the risk the attack represents, and the controls we might use

to mitigate it.

Types of attack payloads

When we look at the types of attacks we might face, we can generally place them

into one of four categories: interception, interruption, modification, and fabrication.

Each category can affect one or more of the principles of the CIA triad, as shown

in Figure 1.3. Additionally, the lines between the categories of attack and the

particular effects they can have are somewhat blurry. Depending on the attack in

question, we might argue for it to be included in more than one category or have

more than one type of effect.

Interception
Interception attacks allow unauthorized users to access our data, applications, or

environments, and are primarily an attack against confidentiality. Interception might

take the form of unauthorized file viewing or copying, eavesdropping on phone

conversations, or reading e-mail, and can be conducted against data at rest or in

motion. Properly executed, interception attacks can be very difficult to detect.
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Interruption
Interruption attacks cause our assets to become unusable or unavailable for our

use, on a temporary or permanent basis. Interruption attacks often affect availabil-

ity but can be an attack on integrity as well. In the case of a DoS attack on a mail

server, we would classify this as an availability attack. In the case of an attacker

manipulating the processes on which a database runs in order to prevent access to

the data it contains, we might consider this an integrity attack, due to the possible

loss or corruption of data, or we might consider it a combination of the two.

We might also consider such a database attack to be a modification attack rather

than an interruption attack.

Modification
Modification attacks involve tampering with our asset. Such attacks might primarily

be considered an integrity attack but could also represent an availability attack.

If we access a file in an unauthorized manner and alter the data it contains, we have

affected the integrity of the data contained in the file. However, if we consider the

case where the file in question is a configuration file that manages how a particular

service behaves, perhaps one that is acting as a Web server, we might affect the

availability of that service by changing the contents of the file. If we continue with

this concept and say the configuration we altered in the file for our Web server is one

that alters how the server deals with encrypted connections, we could even make this

a confidentiality attack.

Fabrication
Fabrication attacks involve generating data, processes, communications, or other

similar activities with a system. Fabrication attacks primarily affect integrity

but could be considered an availability attack as well. If we generate spurious

Interception

Interruption

Modification

Fabrication

Interruption

Modification

Fabrication

Availability

Integrity

Confidentiality

FIGURE 1.3

Categories of attack.

10 CHAPTER 1 What is Information Security?



information in a database, this would be considered to be a fabrication attack.

We could also generate e-mail, which is commonly called spoofing. This can be

used as a method for propagating malware, such as we might find being used

to spread a worm. In the sense of an availability attack, if we generate enough

additional processes, network traffic, e-mail, Web traffic, or nearly anything else

that consumes resources, we can potentially render the service that handles such

traffic unavailable to legitimate users of the system.

Threats, vulnerabilities, and risk

In order to be able to speak more specifically on attacks, we need to introduce a

few new items of terminology. When we look at the potential for a particular

attack to affect us, we can speak of it in terms of threats, vulnerabilities, and the

associated risk that might accompany them.

Threats
When we spoke of the types of attacks we might encounter, in the “Attacks” section

earlier in this chapter, we discussed some of the things that have the potential to

cause harm to our assets. Ultimately, this is what a threat is—something that has

the potential to cause us harm. Threats tend to be specific to certain environments,

particularly in the world of information security. For example, although a virus might

pose a threat to a Windows operating system, the same virus will be unlikely to have

any effect on a Linux operating system.

Vulnerabilities
Vulnerabilities are weaknesses that can be used to harm us. In essence, they are

holes that can be exploited by threats in order to cause us harm. A vulnerability

might be a specific operating system or application that we are running, a physi-

cal location where we have chosen to place our office building, a data center that

is populated over the capacity of its air-conditioning system, a lack of backup

generators, or other factors.

Risk
Risk is the likelihood that something bad will happen. In order for us to have a

risk in a particular environment, we need to have both a threat and a vulnerability

that the specific threat can exploit. For example, if we have a structure that

is made from wood and we set it on fire, we have both a threat (the fire) and a

vulnerability that matches it (the wood structure). In this case, we most definitely

have a risk.

Likewise, if we have the same threat of fire, but our structure is made of

concrete, we no longer have a credible risk, because our threat does not have a

vulnerability to exploit. We can argue that a sufficiently hot flame could damage

the concrete, but this is a much less likely event.
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We will often have similar discussions regarding potential risk in computing

environments, and potential, but unlikely, attacks that could happen. In such cases,

the best strategy is to spend our time mitigating the most likely attacks. If we sink our

resources in trying to plan for every possible attack, however unlikely, we will spread

ourselves thin and will be lacking in protection where we actually need it the most.

Impact
Some organizations, such as the US National Security Agency (NSA), add an

additional factor to the threat/vulnerability/risk equation, in the form of impact.

If we consider the value of the asset being threatened to be a factor, this may

change whether we see a risk as being present or not. If we revisit our example of

lost backup tape and stipulate that the unencrypted backup tapes contain only our

collection of chocolate chip cookie recipes, we may not actually have a risk. The

data being exposed would not cause us a problem, as there was nothing sensitive

in it, and we can make additional backups from the source data. In this particular

case, we might safely say that we have no risk. Transversely if a company’s

critical proprietary information was compromised, they could end up going out of

business.

Risk management

In order to compensate for risks that occur in our environment, the risk manage-

ment process is very important to implement and follow. This program must be

managed at the senior leader level of the organization and implemented by every-

one (not just the technical staff). At a high level, we need to identify our important

assets, identify the potential threats against them, assess the vulnerabilities that we

have present, and then take steps to mitigate these risks, as shown in Figure 1.4.

Identify assets
One of the first and, arguably, one of the most important parts of the risk manage-

ment process is identifying and categorizing the assets that we are protecting. If we

cannot enumerate the assets that we have and evaluate the importance of each of

them, protecting them can become a very difficult task indeed.

Although this may sound like an exceedingly simple task, in actuality in can

be somewhat more complex a problem than it might seem to be on the surface.

Particularly in larger enterprises, merely producing a list of all of the assets with

which we are concerned may be troublesome. In many cases, various generations of

hardware and devices may be present, assets from acquisitions of other companies

may be lurking in unknown areas, and scores of unrecorded virtual hosts may be

in use, any of which may be critical to the continued functionality of certain aspects

of a business.

Once we have been able to identify the assets in use, deciding which of them

is a critical business asset is another question entirely. If we ask the individual

business or function to which the asset belongs, we will likely find it deemed to
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be critical, whether it is critical to the functionality of the organization as a whole

is another question entirely. Making an accurate determination of which assets are

truly critical to conducting business will generally require the input of functions

that make use of the asset, those that support the asset itself, and potentially other

involved parties as well. Not all assets need to be protected equally, by determin-

ing where resources should be focused and cost can be reduced while security

increased.

Identify threats
Once we have enumerated our critical assets, we can then begin to identify the

threats that might affect them. It is often useful to have a framework within which

to discuss the nature of a given threat, and the CIA triad or Parkerian hexad that

we discussed earlier in this chapter serve nicely for this purpose. For instance,

if we apply this to examining the threats that we might face against an application

that processes credit card payments:

Confidentiality—If we expose data inappropriately, we have a potential breach

Integrity—If data becomes corrupt, we may incorrectly process payments

Availability—If the system or application goes down, we cannot process

payments

Possession—If we lose backup media, we have a potential breach

Identify assets

Identify threats

Assess

vulnerabilities
Assess risks

Mitigate risks

FIGURE 1.4

The risk management process.

13Attacks



Authenticity—If we do not have authentic customer information, we may

process a fraudulent transaction

Utility—If we collect invalid or incorrect data, it has limited utility to us

While this is clearly a high level pass at assessing threats for this system, it does

point out a few problem areas immediately. We need to be concerned with losing

control of data, maintaining accurate data, and keeping the system up and run-

ning. Given this information, we can begin to look at areas of vulnerability and

potential risk.

Assess vulnerabilities
When we look at assess vulnerabilities, we need to do so in the context of potential

threats. Any given asset may have thousands or millions of threats that could impact

it, but only a small fraction of these will actually be relevant. The issue of identifying

these is narrowed considerably by looking at potential threats first, as we discussed

in the previous section. In our example, we looked at potential threats against a

system processing credit card transactions. Although this is at a high level, we can

look at the issues that we identified and attempt to determine whether vulnerabilities

exist in any of these areas as well:

Confidentiality—If we expose data inappropriately, we have a potential breach

Our sensitive data is encrypted at rest and in motion. Our systems are

regularly tested by an external penetration testing company.

Integrity—If data becomes corrupt, we may incorrectly process payments

We carefully validate that payment data is correct as part of the

processing workflow. Invalid data results in a rejected transaction.

Availability—If the system or application goes down, we cannot process

payments

We do not have redundancy for the database on the back-end of our

payment processing system.

Possession—If we lose backup media, we have a potential breach

Our backup media is encrypted and hand carried by a courier.

Authenticity—If we do not have authentic customer information, we may

process a fraudulent transaction

Ensuring that valid payment and customer information actually belong to

the individual conducting the transaction is difficult, we do not have a good

way of doing this.

Utility—If we collect invalid or incorrect data, it has limited utility to us

To protect the utility of our data, we might checksum credit card numbers,

ensure that the billing address and e-mail address are valid and perform other

measures to ensure that our data is correct.

These examples are a very high level view of the process that we need to under-

take but serve to illustrate the task. From here, we can again see a few areas of

concern and can begin to evaluate the areas in which we may have risks.
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Assess risks
Once we have identified the threats and vulnerabilities for a given asset, we can

assess the overall risk. As we discussed earlier in this chapter, risk is the conjunc-

tion of a threat and a vulnerability. A vulnerability with no matching threat or a

threat with no matching vulnerability do not constitute a risk.

For example, we looked at the following item as both a potential threat and an

area of vulnerability:

Availability—If the system or application goes down, we cannot process

payments

We do not have redundancy for the database on the back-end of our

payment processing system.

In this case, we do have both a threat and a vulnerability that coincide, with the

resulting risk being the loss of ability to process credit card payments due to a single

point of failure on our database back-end. Once we work through our threats and

vulnerabilities in this manner, we can then proceed toward mitigating these risks.

Mitigating risks
In order to help us mitigate risk, we can put measures in place to help ensure that

a given type of threat is accounted for. These measures are referred to as controls.

Controls are divided into three categories: physical, logical, and administrative.

Physical Physical controls are those controls that protect the physical environment

in which our systems sit, or where our data is stored. Such controls also control

access in and out of such environments. Physical controls logically include items

such as fences, gates, locks, bollards, guards, and cameras, but also include systems

that maintain the physical environment such as heating and air-conditioning systems,

fire suppression systems, and backup power generators.

Although at first glance, physical controls may not seem like they would be inte-

gral to information security, they are actually one of the more critical controls with

which we need to be concerned. If we are not able to physically protect our systems

and data, any other controls that we can put in place become irrelevant. If an attacker

is able to physically access our systems, he can, at the very least, steal or destroy the

system, rendering it unavailable for our use in the best case. In the worst case,

he will have access directly to our applications and data and will be able to steal our

information and resources, or subvert them for his own use.

Logical and technical controls Logical controls, sometimes called technical con-

trols, are those that protect the systems, networks, and environments that process,

transmit, and store our data. Logical controls can include items such as passwords,

encryption, logical access controls, firewalls, and intrusion detection systems.

Logical controls enable us, in a logical sense, to prevent unauthorized activities

from taking place. If our logical controls are implemented properly and are success-

ful, an attacker or unauthorized user cannot access our applications and data without

subverting the controls that we have in place. This allows for multiple functions like
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finance, human resources, and sales to all be run on one server, but none of them to

have access to each other. If one is compromised they are not all compromised.

Administrative Administrative controls are based on rules, laws, policies, procedures,

guidelines, and other items that are “paper” in nature. In essence, administrative

controls set out the rules for how we expect the users of our environment to behave.

Depending on the environment and control in question, administrative controls can

represent differing levels of authority. We may have a simple rule such as “turn the

coffee pot off at the end of the day,” aimed at ensuring that we do not cause a physical

security problem by burning our building down at night. We may also have a more

stringent administrative control, such as one that requires us to change our password

every 90 days.

One important concept when we discuss administrative controls is the ability

to enforce compliance with them. If we do not have the authority or the ability to

ensure that our controls are being complied with, they are worse than useless,

because they create a false sense of security. For example, if we create a policy

that says our business resources cannot, in any fashion, be used for personal use,

we need to be able to enforce this. Outside of a highly secure environment, this

can be a difficult task. We will need to monitor telephone and mobile phone

usage, Web access, e-mail use, instant message conversations, installed software,

and other potential areas for abuse. Unless we were willing to devote a great deal

of resources for monitoring these and other areas, and dealing with violations of

our policy, we would quickly have a policy that we would not be able to enforce.

Once it is understood that we do not enforce our policies, we set ourselves up for

misuse and even malicious activities.

Incident response

In the event that our risk management efforts fail, incident response exists to react to

such events. Incident response should be primarily oriented to the items that we feel

are likely to cause us pain as an organization, which we should now know based on

our risk management efforts. Reaction to such incidents should be based, as much as

is possible or practical, on documented incident response plans, which are regularly

reviewed, tested, and practiced by those who will be expected to enact them in the

case of an actual incident. The actual occurrence of such an emergency is not the time

to (attempt to) follow documentation that has been languishing on a shelf, is outdated,

and refers to processes or systems that have changed heavily or no longer exists.

The incident response process, at a high level, consists of:

• Preparation

• Detection and analysis

• Containment

• Eradication

• Recovery

• Post incident activity
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Preparation
The preparation phase of incident response consists of all of the activities that

we can perform, in advance of the incident itself, in order to better enable us to

handle it. This typically involves having the policies and procedures that govern

incident response and handling in place, conducting training and education

for both incident handlers and those who are expected to report incidents, con-

ducting incident response exercises, developing and maintaining documentation,

and numerous other such activities.

The importance of this phase of incident response should not be underestimated.

Without adequate preparation, it is extremely unlikely that response to an incident

will go well and/or in the direction that we expect it to go. The time determines

what needs to be done, who needs to do it, and how to do it, is not when we are

faced with a burning emergency.

Detection and analysis
The detection and analysis phase is where the action begins to happen in our incident

response process. In this phase, we will detect the occurrence of an issue and decide

whether or not it is actually an incident so that we can respond to it appropriately.

The detection portion of this phase will often be the result of monitoring of

or alerting based on the output of a security tool or service. This may be output

from an Intrusion Detection System (IDS), Anti Virus (AV) software, firewall

logs, proxy logs, alerting from a Security Information and Event Monitoring

(SIEM) tool if program is internal or Managed Security Service Provider (MSSP)

if program is external, or any of a number of similar sources.

The analysis portion of this phase is often a combination of automation from

a tool or service, usually an SIEM, and human judgment. While we can often use

some sort of thresholding to say that X number of events in a given amount of time

is normal or that a certain combination of events is not normal (two failed logins

followed by a success, followed by a password change, followed by the creation of a

new account, for instance), we will often want human intervention at a certain point

when discussing incident response. Such human intervention will often involve

review of logs output by various security, network, and infrastructure devices,

contact with the party that reported the incident, and general evaluation of the situa-

tion. This can be expensive if you’re running a team of analysts 243 7 so automation

of as many functions as possible is key.

When the incident handler evaluates the situation, they will make a determination

regarding whether the issue constitutes an incident or not, an initial evaluation as to

the criticality of the incident (if any), and contact any additional resources needed

to proceed to the next phase.

Containment, eradication, and recovery
The containment, eradication, and recovery phase is where the majority of the

work takes place to actually solve the incident, at least in the short term.
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Containment involves taking steps to ensure that the situation does not cause

any more damage than it already has, or to at least lessen any ongoing harm.

If the problem involves a malware infected server actively being controlled by

a remote attacker, this might mean disconnecting the server from the network,

putting firewall rules in place to block the attacker, and updating signatures or

rules on an Intrusion Prevention System (IPS) in order to halt the traffic from

the malware.

During eradication, we will attempt to remove the effects of the issue from

our environment. In the case of our malware infected server, we have already

isolated the system and cut it off from its command and control network. Now

we will need to remove the malware from the server and ensure that it does not

exist elsewhere in our environment. This might involve additional scanning of

other hosts in the environment to ensure that the malware is not present, and

examination of logs on the server and activities from the attacking devices on

the network in order to determine what other systems the infected server had

been in communication with. With malware, particularly very new malware or

variants, this can be a tricky task to ensure that we have properly completed.

The adversary is constantly developing countermeasures to the most current

security tools and methodologies. Whenever doubt exists as to whether malware

or attackers have been truly evicted from our environment, we should err to the

side of caution while balancing the impact to operations. Each event requires a

risk assessment.

Lastly, we need to recover to a better state that were in which we were prior to

the incident, or perhaps prior to the issue started if we did not detect the problem

immediately. This would potentially involve restoring devices or data from backup

media, rebuilding systems, reloading applications, or any of a number of similar

activities. Additionally we need to mitigate the attack vector that was used. Again,

this can be a more painful task than it initially sounds to be, based on potentially

incomplete or unclear knowledge of the situation surrounding the incident and what

exactly did take place. We may find that we are unable to verify that backup media

is actually clean and free or infection, backup media may be bad entirely, application

install bits may be missing, configuration files may not be available, and any of a

number of similar issues.

Post incident activity
Post incident activity, as with preparation, is a phase we can easily overlook, but

should ensure that we do not. In the post incident activity phase, often referred to

as a postmortem (latin for after death), we attempt to determine specifically what

happened, why it happened, and what we can do to keep it from happening again.

This is not just a technical review as policies or infrastructure may need to be

changed. The purpose of this phase is not to point fingers or place blame

(although this does sometimes happen), but to ultimately prevent or lessen the

impact of future such incidents.
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Defense in depth
Defense in depth is a strategy common to both military maneuvers and information

security. In both senses, the basic concept of defense in depth is to formulate a

multilayered defense that will allow us to still achieve a successful defense should

one or more of our defensive measures fail. In Figure 1.5, we can see an example

of the layers we might want to put in place to defend our assets from a logical

perspective; we would at the very least want defenses at the external network, inter-

nal network, host, application, and data levels. Given well-implemented defenses at

each layer, we will make it very difficult to successfully penetrate deeply into our

network and attack our assets directly.

One important concept to note when planning a defensive strategy using defense

in depth is that it is not a magic bullet. No matter how many layers we put in place,

or how many defensive measures we place at each layer, we will not be able to

keep every attacker out for an indefinite period of time, nor is this the ultimate goal

of defense in depth in an information security setting. The goal is to place enough

defensive measures between our truly important assets and the attacker so that we

will both notice that an attack is in progress and also buy ourselves enough time to

take more active measures to prevent the attack from succeeding.

We can see exactly such a strategy in the theater release of the Batman movie,

The Dark Knight, in 2008. The production company for the movie, Warner Bros.,

spent 6 months developing a multilayered defensive strategy to keep the movie

from being pirated and placed on file-sharing networks for as long as possible.

These measures included a tracking system to monitor who had access to copies of
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network

Internal

network

Host

Application

Data

FIGURE 1.5

Defense in depth.
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the movie at any given time, shipping the film reels in multiple parts separately to

theaters in order to keep the entire movie from being stolen in shipping, monitoring

movie theaters with night-vision equipment to watch for those attempting to record

the movie in the theater, and other measures. Even with all the time and resources

spent to prevent piracy of the movie, it was found on a file-sharing network 38 h

after it was released [4]. For Warner Bros., this was considered a success, as the

company was able to prevent the movie from being pirated for a long enough period

that opening weekend sales were not significantly impacted.

Layers

When we look at the layers we might place in our defense in depth strategy, we will

likely find that they vary given the particular situation and environment we are

defending. As we discussed, from a strictly logical information security perspective,

we would want to look at the external network, network perimeter, internal network,

host, application, and data layers as areas to place our defenses. We could add

complexity to our defensive model by including other vital layers such as physical

defenses, policies, user awareness and training, and a multitude of others, but we

will stay with a simpler example for the time being. As we progress through the

book, we will return to the concept of defense in depth as we discuss security for

more specific areas.

As we can see in Figure 1.6, some of the defenses we might use for each of

the layers we discussed are listed. In some cases, we see a defensive measure

listed in multiple layers, as it applies in more than one area. Just like the military

has reconnaissance forces watching the front lines, they still have local patrols
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around the headquarters. As we move through the book, we will discuss each

of these areas in greater detail, and the specific defenses we might want to use

for each.

Information security in the real world
The concepts we discussed in this chapter are foundational to information security

and are used on a regular basis in the course of normal information security tasks

in many organizations. We will often find that security incidents are described in

terms of their effects, such as breaches of confidentiality, or the authenticity of a

given e-mail message.

Information security is a daily concern for organizations of any size, particularly

those that handle any type of personal information, financial data, health-care data,

educational data, or other types of data that are regulated by the laws of the country

in which they operate. In the case of an organization that does not take the time

to properly put itself on a good footing as relates to information security, the reper-

cussions can be severe in the sense of reputational impact, fines, lawsuits, or even

the inability to continue conducting business if critical data is irretrievably lost.

In short, information security is a key component of the modern business world.

SUMMARY

Information security is a vital component to the era in which data regarding countless

individuals and organizations is stored in a variety of computer systems, often not

under our direct control. When discussing information security in a general sense,

it is important to remember that security and productivity are often diametrically

opposing concepts, and that being able to point out exactly when we are secure is a

difficult task.

When discussing information security issues or situations, it is helpful to have

a model by which to do so. Two potential models are the CIA triad, composed

of confidentiality, integrity, and availability, and the Parkerian hexad, composed of

confidentiality, integrity, availability, possession or control, authenticity, and utility.

When we look at the threats we might face, it is important to understand the

concept of risk. We only face risk from an attack when a threat is present and we

have a vulnerability which that particular threat can exploit. In order to mitigate

risk, we use three main types of controls: physical, logical, and administrative.

Defense in depth is a particularly important concept in the world of information

security. To build defensive measures using this concept, we put in place multiple

layers of defense, each giving us an additional layer of protection. The idea behind

defense in depth is not to keep an attacker out permanently but to delay him long

enough to alert us to the attack and to allow us to mount a more active defense.
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EXERCISES
1. Explain the difference between a vulnerability and a threat.

2. List six items that might be considered logical controls.

3. What term might we use to describe the usefulness of data?

4. Which category of attack is an attack against confidentiality?

5. How do we know at what point we can consider our environment to be

secure?

6. Using the concept of defense in depth, what layers might we use to secure

ourselves against someone removing confidential data from our office on a

USB flash drive?

7. Based on the Parkerian hexad, what principles are affected if we lose a

shipment of encrypted backup tapes that contain personal and payment

information for our customers?

8. If the Web servers in our environment are based on Microsoft’s Internet

Information Server (IIS) and a new worm is discovered that attacks Apache

Web servers, what do we not have?

9. If we develop a new policy for our environment that requires us to use

complex and automatically generated passwords that are unique to

each system and are a minimum of 30 characters in length, such as

!Hs4(j0qO$&zn1%2SK38cn^!Ks620!, what will be adversely impacted?

10. Considering the CIA triad and the Parkerian hexad, what are the advantages

and disadvantages of each model?
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INTRODUCTION

When we are developing security measures, whether on the scale of a specific

mechanism or an entire infrastructure, identification and authentication are likely

to be key concepts. In short, identification is the claim of what someone or some-

thing is, and authentication establishes whether this claim is true. We can see

such processes taking place on a daily basis in a wide variety of ways.

One very common example of an identification and authentication transaction

can be found in the use of payment cards that require a personal identification num-

ber (PIN). When we swipe the magnetic strip on the card, we are asserting that we

are the person indicated on the card. At this point, we have given the identification

but nothing more. When we are prompted to enter the PIN associated with the card,

we are completing the authentication portion of the transaction.

Some of the identification and authentication methods that we use in daily life

are particularly fragile and depend largely on the honesty and diligence of those

involved in the transaction. Many such exchanges that involve the showing of

identification cards, such as the purchase of items restricted to those above a cer-

tain age, are based on the theory that the identification card being displayed is

genuine and accurate. We also depend on the person or system performing the

authentication being competent and capable of not only performing the act of

authentication but also being able to accurately detect false or fraudulent activity.

We can use a number of methods for identification and authentication, from

the simple use of usernames and passwords, to purpose-built hardware tokens that

serve to establish our identity in multiple ways. We will discuss several of these

methods and how they are used throughout the chapter.

Identification
Identification, as we mentioned in the preceding section, is simply an assertion of

who we are. This may include who we claim to be as a person, who a computer sys-

tem claims to be over the network, who the originating party of an e-mail claims to

be, what authority we claim to have, or similar transactions. It is important to note

that the process of identification does not extend beyond this claim and does not

involve any sort of verification or validation of the identity that we claim. That part

of the process is referred to as authentication and is a separate transaction.

Who we claim to be

Who we claim to be is a tenuous concept, at best. We can identify ourselves by our

full names, shortened versions of our names, images of ourselves, nicknames,

account numbers, usernames, ID cards, fingerprints, DNA samples, and an enormous

variety of other methods. Unfortunately, with a few exceptions, such methods of
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identification are not unique, and even some of the supposedly unique methods of

identification, such as the fingerprint, can be duplicated or spoofed in many cases.

Who we claim to be can, in many cases, be an item of information that is sub-

ject to change. For instance, our names can change, as in the case of women who

change their last name upon getting married, people who legally change their name

to an entirely different name, or even people who simply elect to use a different

name. In addition, we can generally change logical forms of identification very eas-

ily, as in the case of account numbers, usernames, and the like. Even physical iden-

tifiers, such as height, weight, skin color, and eye color, can be changed. One of

the most crucial factors to realize when we are working with identification is that

an invalidated claim of identity is not reliable information on its own.

Identity verification

Identity verification is a step beyond identification, but it is still a step short of

authentication, which we will discuss in the next section. When we are asked to

show a driver’s license, Social Security card, birth certificate, or other similar

form of identification, this is generally for the purpose of identity verification, not

authentication. This is the rough equivalent of someone claiming the identity

“John Smith,” us asking if the person is indeed John Smith, and being satisfied

with an answer of “Sure I am” from the person (plus a little paperwork). As an

identity verification, this is very superficial, at best.

We can take the example a bit further and validate the form of identifica-

tion—say, a passport—against a database holding an additional copy of the infor-

mation that it contains, and matching the photograph and physical specifications

with the person standing in front of us. This may get us a bit closer, but we are

still not at the level of surety we gain from authentication.

Identity verification is used not only in our personal interactions but also in

computer systems. In many cases, such as when we send an e-mail, the identity we

provide is taken to be true, without any additional steps taken to authenticate us.

Such gaps in security contribute to the enormous amount of spam traffic that we

see, estimated to have accounted for 70.7% of all e-mails sent in Q2 of 2013 [1].

Falsifying identification

As we have discussed, methods of identification are subject to change. As such,

they are also subject to falsification. While many drivers’ licenses now have holo-

grams or barcodes that make them harder to counterfeit, there is an underground

industry that allows underage kids in America to buy very valid looking licenses

from overseas companies. This constant struggle between security measures and

criminals is also going on in the virtual world. On a slightly more sinister note,

such falsified means of identification are also used by criminals and terrorists for

a variety of tasks of a nefarious nature. Certain primary means of identification,

such as birth certificates, also provide a way to gain additional forms of
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identification, such as Social Security cards or driver’s licenses, thus strengthen-

ing the false identity.

Identity theft, based on falsified information, is a major concern today, costing US

consumers an estimated $20.9 billion in 2012 [2]. This type of attack is unfortunately

common and easy to execute. Given a minimal amount of information—usually a

name, address, and Social Security number are sufficient—it is possible to imperson-

ate someone to a sufficient degree to be able to act as that person in many cases.

Victims of identity theft may find that lines of credit, credit cards, vehicle loans, home

mortgages, and other transactions have taken place using their stolen identity.

Such crimes are made easier due to the lack of authentication requirements for

many of the activities in which we engage. In most cases, the only check that

takes place is identity verification, as we discussed in the preceding section. This

process is a small obstacle, at best, and can easily be circumvented using falsified

forms of identification. To rectify this situation, we need to complete the process

of identifying and authenticating the people involved in these transactions, in

order to at least more conclusively prove that we are actually interacting with the

people we believe we are. In the case of individuals, this is not an unsolvable

technical problem by any extent, but it is more of a people problem.

When we look at similar issues for computer systems and environments, we

can see many of the same difficulties. It is entirely possible to send an e-mail

from an address that is different from the actual sending address, and this tactic is

used by spammers and social-engineering-based attacks on a regular basis. We

can see the same problems in many other systems and protocols that are in daily

use and are part of the functionality of the Internet. We will discuss such issues at

greater length in Chapter 10.

Authentication
Authentication is, in an information security sense, the set of methods we use to

establish a claim of identity as being true. It is important to note that authentica-

tion only establishes whether the claim of identity that has been made is correct.

Authentication does not infer or imply anything about what the party being

authenticated is allowed to do; this is a separate task known as authorization. We

will discuss authorization at greater length in Chapter 3, but the important thing

to understand for now is that authentication needs to take place first.

Factors

In terms of authentication, there are several methods we can use, with each cate-

gory referred to as a factor. Within each factor, there are a number of possible

methods we can use. When we are attempting to authenticate a claim of identity,

the more factors we use, the more positive our results will be. The different

factors are something you know (password), something you are (Iris scan),
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something you have (swipe card), something you do (gait (walking) recognition),

and the place you are (at a specific terminal).

Something you know is a very common authentication factor. This can include

passwords, PINs, passphrases, or most any item of information that a person can

remember. We can see a very common implementation of this in the passwords

we use to log in to our accounts on computers. This is somewhat of a weak factor

because if the information the factor depends on is exposed, this can nullify the

uniqueness of our authentication method.

Something you are is a factor based on the relatively unique physical attributes

of an individual, often referred to as biometrics. This factor can be based on sim-

ple attributes, such as height, weight, hair color, or eye color, but these do not

tend to be unique enough to make very secure identifiers. More commonly used

are more complex identifiers such as fingerprints, iris or retina patterns, or facial

characteristics. This factor is a bit stronger, as forging or stealing a copy of a

physical identifier is a somewhat more difficult, although not impossible, task.

There is some question as to whether biometrics truly is an authentication factor

or whether it really only constitutes verification. We will discuss this again later

in the chapter when we cover biometrics in greater depth.

Something you have is a factor generally based on the physical possession of an

item or a device, although this factor can extend into some logical concepts as well.

We can see such factors in general use in the form of ATM cards, state or federally

issued identity cards, or software-based security tokens, as shown in Figure 2.1.

FIGURE 2.1

Software security token.
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Some institutions, such as banks, have begun to use access to logical devices such as

cell phones or e-mail accounts as methods of authentication as well. This factor can

vary in strength depending on the implementation. In the case of a security token, we

would actually need to steal a specific device in order to falsify the authentication

method. In the case of access to an e-mail address being used as this type of factor,

we have a measure of considerably less strength.

Something you do, sometimes considered a variation of something you are, is

a factor based on the actions or behaviors of an individual. Such factors may

include analysis of the individual’s gait, measurement of multiple factors in his or

her handwriting, the time delay between keystrokes as he or she types a

passphrase, or similar factors. These factors present a very strong method of

authentication and are very difficult to falsify or create false positive. They do,

however, have the potential to create false negative and incorrectly reject legiti-

mate users at a higher rate than some of the other factors, resulting in denials for

some users that should actually be authenticated.

Where you are is a geographically based authentication factor. This factor

operates differently than the other factors, as its method of authentication depends

on the person being authenticated as being physically present at a particular loca-

tion or locations. The most common implementation of this is for servers to only

be accessible from a terminal in the server room. This factor, although potentially

of less utility than some of the other factors, is very difficult to counter without

entirely subverting the system performing the authentication or gaining physical

access.

Multifactor authentication

Multifactor authentication uses one or more of the factors we discussed in the pre-

ceding section. This practice is also referred to, in some cases, as two-factor

authentication when we are using only two factors, but multifactor authentication

encompasses this term as well.

We can see a common example of multifactor authentication in using an ATM.

In this case, we have something we know, our PIN, and something we have, our

ATM card. Our ATM card does double duty as both a factor for authentication and

a form of identification. We can see a similar example in writing checks that draw

on a bank account—in this case, something we have, the checks themselves, and

something we do, applying our signature to them. Here, the two factors involved in

writing a check are rather weak, so we sometimes see a third factor, a fingerprint,

applied to them. We could also argue that the signature and fingerprint are, in this

case, not actually authentication, but rather verification, a much less robust process

that we discussed when talking about identity earlier in the chapter.

Depending on the particular factors selected, we can assemble stronger or

weaker multifactor authentication schemes in a given situation. In some cases,

although certain methods may be more difficult to defeat, they are not practical to

implement. For example, DNA makes for a very strong method of authentication
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but is not practical for regular use. As we discussed in Chapter 1, when discussing

security, we need to be careful to build security that is reasonably proportionate

to what we are protecting. We could install iris scanners on every credit card ter-

minal instead of having the customer sign his credit card receipt and certainly

enhance our security, but this would be expensive, slow down transactions caus-

ing delays, and could upset our customers who don’t trust the technology.

Mutual authentication

Mutual authentication refers to an authentication mechanism in which both parties

authenticate each other. In the standard authentication process, which is one-way

authentication only, the client authenticates to the server to prove that it is the

party that should be accessing the resources the server provides. In mutual authen-

tication, not only does the client authenticate to the server, but the server authenti-

cates to the client as well. Mutual authentication is often implemented through

the use of digital certificates, which we will discuss at greater length in

Chapter 5. Briefly, both the client and the server would have a certificate to

authenticate the other.

In cases where we do not perform mutual authentication, we leave ourselves

open to impersonation attacks, often referred to as man-in-the-middle attacks. In

the man-in-the-middle attack, the attacker inserts himself between the client and

the server and impersonates the server to the client, and the client to the server,

as shown in Figure 2.2. Using our ATM example, this would be like placing a

skimmer over the normal ATM that intercepts the information. This is done

by circumventing the normal pattern of traffic, then intercepting and forwarding

the traffic that would normally flow directly between the client and the server.
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FIGURE 2.2

Man-in-the-middle attack.
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This is typically possible because the attacker only has to subvert or falsify authen-

tication from the client to the server. If we implement mutual authentication, this

becomes a considerably more difficult attack to carry out for the attacking party.

Mutual authentication can also be used in combination with multifactor

authentication, with the latter generally taking place on the client side only.

Multifactor authentication from the server back to the client would be not only

technically challenging but also impractical in most environments. Conceivably,

we could implement mutual multifactor authentication in an extremely high secu-

rity environment, but this would result in a very large loss in productivity.

Passwords

Passwords are familiar to the vast majority of us who use computers regularly as

they are still the most common form of validation. In combination with a user-

name, a password will generally allow us access to a computer system, an appli-

cation, a phone, or similar devices. Passwords, although only a single factor of

authentication, can, when constructed and implemented properly, represent a rela-

tively high level of security.

When we describe a password as being strong, we do not provide an immedi-

ately accurate image of what we are discussing. A better descriptive term might be

complex in order to communicate the important concepts inherent to building a

password. If we construct a password that is all lowercase letters and is eight char-

acters long, we can use a password-cracking utility, which we will discuss further

in Chapter 12, to crack the password in a minute or two, given a reasonably strong

computer on which to run the cracking tool. If we use the same eight-character

password but use both upper- and lowercase letters, it will take the password

cracker around 6 days to break the password. If we add numbers into the mix, it

will take a little more than 25 days to break our password. If we use multiple com-

puters, these times can be reduced. If we use the recommended password construc-

tion method for creating strong passwords, we would create a password that was

constructed of uppercase letters, lowercase letters, numbers, and symbols, such as

punctuation marks. So, although we would end up with a password that is poten-

tially more difficult to remember, such as $sU&qw!3, we would have a password

that would take more than 2 years to crack with an average workstation [3].

More advanced
The type of password cracking we are discussing here is called brute force cracking.

This involves trying every possible combination of characters that the password could

be composed of, in sequence, until we try them all. Given a powerful system on

which to run the cracker and a poorly constructed password, this can be a very effec-

tive means of recovering passwords. We will discuss this at greater length in

Chapter 12. This type of attack can be mitigated by limiting the number of attempts
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before the user is locked out. The problem with locking users out lies in impact to

productivity and cost of the administrators time to subsequently unlock accounts.

In addition to constructing strong passwords, we also need to be careful to prac-

tice good password hygiene. One problem with strong passwords is that they can

be difficult to remember. This might encourage us to take steps to remember our

passwords, such as writing them down and posting them in a handy place, perhaps

under our keyboard or on our monitor. This, of course, completely defeats the pur-

pose of having a password if someone comes snooping around our desk.

A number of applications exist, generally under the label of “password man-

agers,” also known as “password safes/wallets” that will help us manage all the

logins and passwords we have for different accounts, some as locally installed

software and some as Web or mobile device applications. There are a number of

arguments for and against such tools, but when they are used carefully, they can

be of assistance in maintaining good password hygiene.

Another password security issue is manual synchronization of passwords—in

short, using the same password everywhere. If we use the same password for our

e-mail, for our log-in at work, for our online knitting discussion forum, and every-

where else, we are placing the security of all our accounts with each system

owner where we use the same password. If any one of them is compromised and

its password exposed, we have a serious problem. All an attacker needs to do is

look up our account name, luv2knit, on the Internet to find some of the places

where the same name is used and start trying our default password. By the time

the attacker gets into our e-mail account, the game is over.

Biometrics

When we look at biometrics, we should consider what exactly it is when we use

it as an authentication factor. As we discussed in the “Identification” section at

the beginning of the chapter, there is a difference between authentication and ver-

ification. When we complete an authentication transaction with a biometric identi-

fier, we are essentially asking the user to provide evidence that he or she is who

he or she claims to be; this is, by definition, verification, and not authentication.

Although some biometric identifiers may be more difficult to falsify than others,

this is only due to limitations in today’s technology. At some point in the future,

we will need to develop more robust biometric characteristics to measure or stop

using biometrics as an authentication mechanism.

Additional resources
Biometrics-equipped devices and readers are becoming common enough that we

have begun to see very inexpensive (some less than $20) versions of them on the

market. It pays to research such devices carefully before we depend on them for

security, as some of the cheaper versions are very easily bypassed.
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This being said, we can use biometric systems in two different manners. We

can use them to verify the claim of identity that someone has put forth, as we dis-

cussed earlier, or we can reverse the process and use biometrics as a method of

identification. This process is commonly used by law enforcement agencies to

identify the owner of fingerprints that have been left on various objects and can

be a very time-consuming effort, considering the sheer size of the fingerprint

libraries held by such organizations. We also see similar use in the comparison of

DNA samples taken from suspects in crimes compared to physical evidence

recovered from the crime scene.

To use a biometric system in either manner, we need to put the user through

the enrollment process. Enrollment involves recording the chosen biometric char-

acteristic from the user—for instance, making a copy of a fingerprint—and

recording the characteristic in the system. Processing of the characteristic may

also include noting certain parts of the image, depending on the characteristic in

question, to use for later matching in the system.

One issue with biometrics is the lack of laws protecting user’s data today. An

iris scan data file can be compromised and there is no requirement that they be

notified. Additionally some biometrics can relive personal information. For exam-

ple an iris scan can identify changes that indicate that a woman is pregnant.

Characteristics
Biometric factors are defined by seven characteristics: universality, uniqueness,

permanence, collectability, performance, acceptability, and circumvention [4].

Universality stipulates that we should be able to find our chosen biometric

characteristic in the majority of people we expect to enroll in the system. For

instance, although we might be able to use a scar as an identifier, we cannot guar-

antee that everyone will have a scar. Even if we choose a very common character-

istic, such as a fingerprint, we should take into account that some people may not

have an index finger on their right hand and be prepared to compensate for this.

Uniqueness is a measure of how unique a particular characteristic is among

individuals. For example, if we choose to use height or weight as a biometric

identifier, we would stand a very good chance of finding several people in any

given group who are of the same height or weight. We can select characteristics

with a higher degree of uniqueness, such as DNA, or iris patterns, but there is

always a possibility of duplication, whether intentional or otherwise.

Permanence tests show how well a particular characteristic resists change over

time and with advancing age. If we choose a factor that can easily vary, such as

height, weight, or hand geometry, we will eventually find ourselves in the posi-

tion of not being able to authenticate a legitimate user. We can instead use factors

such as fingerprints that, although they can be altered, are unlikely to be altered

without deliberate action.

Collectability measures how easy it is to acquire a characteristic with which

we can later authenticate a user. Most commonly used biometrics, such as finger-

prints, are relatively easy to acquire, and this is one reason they are in common
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use. If we choose a characteristic that is more difficult to acquire, such as a foot-

print, the user will need to remove his shoe and sock in order to enroll (and to

authenticate again later), which is considerably more troublesome than taking a

fingerprint. These can change over time. Today there are efforts to be able to col-

lect iris scans from a distance so the users can be identified while they walk

toward the device and they never even have to stop.

Performance is a set of metrics that judge how well a given system functions.

Such factors include speed, accuracy, and error rate. We will discuss the perfor-

mance of biometric systems at greater length later in this section.

Acceptability is a measure of how acceptable the particular characteristic is to the

users of the system. In general, systems that are slow, difficult to use, or awkward to

use are less likely to be acceptable to the user [5]. Systems that require users to

remove their clothes, touch devices that have been repeatedly used by others, or pro-

vide tissue or bodily fluids will likely not enjoy a high degree of acceptability.

Circumvention describes the ease with which a system can be tricked by a fal-

sified biometric identifier. The classic example of a circumvention attack against

the fingerprint as a biometric identifier is found in the “gummy finger.” In this

type of attack, a fingerprint is lifted from a surface, potentially in a covert fash-

ion, and is used to create a mold with which the attacker can cast a positive image

of the fingerprint in gelatin. Some of the newer generations of biometric systems

have features specifically designed to defeat such attacks by measuring skin tem-

perature, pulse, pupillary response, and a number of other items.

Measuring performance
We can look at many factors when measuring the performance of a biometric sys-

tem, but a few primary metrics stand out as being particularly important for gaug-

ing how well the system is working. False acceptance rate (FAR) and false

rejection rate (FRR) are two of these [6]. FAR occurs when we accept a user

whom we should actually have rejected. This type of issue is also referred to as a

false positive. FRR is the problem of rejecting a legitimate user when we should

have accepted him. This type of issue is commonly known outside the world of

biometrics as a false negative.

Either of these situations is undesirable in excess. What we try to achieve with

such systems is a balance between the two error types, referred to as an equal

error rate (EER) [6]. If we plot out both the FAR and FRR on a graph, as we

have done in Figure 2.3, the EER is the point where the two lines intersect. EER

is sometimes used as a measure of the accuracy of biometric systems.

Issues
There are several issues common to biometric systems. As we mentioned when

discussing circumvention, some biometric identifiers can be easily forged. Given

a falsified identifier, we face a problem; we cannot revoke such a characteristic.

Although we can remove the particular identifier from the system and no lon-

ger allow it to be used to authenticate a user, in some cases, this is not practical.
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If we look at fingerprints as an example, we find such a commonly used identifier

that someone falsely using our fingerprints could cause us great problems.

Although we may currently be able to move to stronger biometrics that, at pres-

ent, are not easily copied, such as an iris pattern, such efforts will not remain

beyond the grasp of attackers forever.

We also face possible issues of privacy in the use of biometrics, both as own-

ers of such systems and as users of them. When we are enrolled in a biometric

system, we are essentially giving away a copy of whatever identifier is chosen,

whether it is a fingerprint, iris pattern, DNA sample, or otherwise. Once such an

item has been entered into a computer system, we have little, if any, control over

what is done with the material. We can hope that once we are no longer associ-

ated with the institution in question, such materials would be destroyed, but we

really have no way of guaranteeing this has actually taken place. Particularly in

the case of DNA sampling, the repercussions of surrendering genetic material

could be an issue impacting us for the rest of our lives.

Hardware tokens

A standard hardware token is a small device, typically in the general form factor

of a credit card or keychain fob. The simplest hardware tokens look identical to a

USB flash drive and contain a small amount of storage holding a certificate or

unique identifier, and are often called dongles. More complex hardware tokens

incorporate LCD displays, as shown in Figure 2.4, keypads for entering pass-

words, biometric readers, wireless devices, and additional features to enhance

security.
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Many hardware tokens contain an internal clock that, in combination with the

device’s unique identifier, an input PIN or password, and potentially other factors,

is used to generate a code, usually output to a display on the token. This code

changes on a regular basis, often every 30 s. The infrastructure used to keep track

of such tokens can predict, for a given device, what the proper output will be at

any given time and can use this to authenticate the user.

Alert!
The simplest variety of hardware tokens represents only the something you have

factor and is thus susceptible to theft and potential use by a knowledgeable crimi-

nal. Although these devices do represent an increased level of security for the

user’s accounts, and are generally not useful without the account credentials with

which they are associated, we do need to remember to safeguard them.

Hardware tokens represent the something you have authentication factor,

sometimes implementing something you know or something you are as well. In

the case of simple hardware tokens that only provide the something you have fac-

tor, the security provided by the device is only as strong as our ability to prevent

it from being stolen, as it could easily be used by an attacker. In the case of more

complex tokens that include the capability to enter a PIN, a password or read a

fingerprint, the security of the device is enhanced considerably. In order for an

attacker to utilize a stolen multifactor device, the attacker not only would need

the hardware token itself, but also would need to either subvert the infrastructure

that was synchronized with the information output from the device or extract the

something you know and/or something you are factor(s) from the legitimate

owner of the device.

FIGURE 2.4

Hardware token.
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Identification and authentication in the real world
Identification and authentication can be seen at work all over the world on

a daily basis. One of the most common examples that we can point out is

identity cards, commonly a driver’s license in the United States. Such cards

are routinely used to prove our identity when making purchases, dealing

with government officials and offices, registering for school, and performing

a variety of other tasks. In many cases, identification cards are used as a

method of verifying our identity while doing these things. Although this is a

weak method of verification, it is a commonly used one. There is a trend for

these cards to have a bar code or chip with additional information, making

them harder to fake.

We can see authentication at work when we are carrying out a variety of

activities as well. When we use a username and password to log on to a com-

puter at work, or a web site, we are using the something you know factor. When

we enter a PIN and withdraw money from an ATM, we are using the something

you know and something you have factors, and we are using multifactor authen-

tication. Many people will not get beyond the use of these two factors in their

daily lives.

For those of us who have access to more secure facilities, such as data cen-

ters, financial institutions, or military installations, we may see more involved

methods of authentication. In some such environments, we will see the use of

biometrics, the something you are factor. Many such facilities have moved to

the use of iris scanners, now an unobtrusive piece of equipment hanging on the

wall near the area to be accessed and only requiring a glance at the lens of the

device to proceed. This type of device not only is easy to use but also tends to

be more acceptable to users, as we do not need to actually touch it in order for

it to work.

We can also see the use of hardware tokens increasing, even for the general

public. We can now buy an inexpensive token from VeriSign1 that will provide

an extra layer when we log in to web sites run by companies such as eBay,

PayPal, GEICO, T-Mobile, RadioShack, and hundreds of others. Owing to the

large amount of online fraud and identity theft that we see now, any measures

that we can use on both personal and organizational levels, such as good pass-

word hygiene, strong passwords, and the use of hardware tokens, will help to put

us on a stronger security footing all the way around.

The type of security factors we chose to implement are based on the amount

of risk we are willing to accept. For our personal e-mail or Facebook page we

may be fine with a simple password. For critical financial or proprietary corporate

information, we may need to invest in multifactor authentication.

1https://idprotect.verisign.com/learnmoretoken.v.
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SUMMARY

Identification is an assertion of the identity of a particular party. This can be a

person, process, system, or other entity. Identification is only a claim of identity

and does not imply that this claim is correct or any privileges that might be asso-

ciated with the identity, if it is proven true.

Authentication is the process we use to validate whether the claim of identity is

correct. It is important to note that authentication and verification are not the same

things and that verification is a much weaker test from a security perspective.

When we perform authentication, we can use a number of factors. The main

factors are something you know, something you are, something you have, some-

thing you do, and where you are. When we use an authentication mechanism that

includes more than one factor, this is known as multifactor authentication. Using

multiple factors gives us a much stronger authentication mechanism than we

might otherwise have.

EXERCISES
1. What is the difference between verification and authentication of an

identity?

2. How do we measure the rate at which we fail to authenticate legitimate

users in a biometric system?

3. What do we call the process in which the client authenticates to the server

and the server authenticates to the client?

4. A key would be described as which type of authentication factor?

5. What biometric factor describes how well a characteristic resists change

over time?

6. If we are using an identity card as the basis for our authentication scheme,

what steps might we add to the process in order to allow us to move to

multifactor authentication?

7. If we are using an 8-character password that contains only lowercase

characters, would increasing the length to 10 characters represent any

significant increase in strength? Why?

8. Name three reasons why an identity card alone might not make an ideal

method of authentication.

9. What factors might we use when implementing a multifactor authentication

scheme for users who are logging on to workstations that are in a secure

environment and are used by more than one person?
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10. If we are developing a multifactor authentication system for an environment

where we might find larger-than-average numbers of disabled or injured

users, such as a hospital, which authentication factors might we want to use

or avoid? Why?
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INTRODUCTION

Once we have received a claim of identity and established that the claim is valid,

as we discussed in Chapter 2, we move on to what the party is allowed to do and

whether we will allow or deny them access to specific resources (i.e. human

resources users would not be allowed access to finance records). We can achieve

this with two main concepts: authorization and access control. Authorization

allows us to specify where the party should be allowed or denied access, and

access control enables us to manage this access at a more granular level.

Access controls can be constructed in a variety of manners. We can base

access controls on physical attributes, sets of rules, lists of individuals or systems,

or more complex factors. The particular type of access control often depends on

the environment in which it is to be used. We can find examples of simpler access

controls implemented in many applications and operating systems, while more

complex multilevel configurations might be implemented in military or govern-

ment environments involving national security. In such cases, the importance of

what we are controlling access to may dictate that we track what our users have

access to across a number of levels of sensitivity or data classification.

When we discuss access control concepts, we may be referring to them in a

purely logical or physical sense or, more commonly, as a combination of the two.

In terms of access control systems, it is important to understand that, when dealing

with computing environments, the logical and physical are often closely entangled.

Logical access control systems, even those that do not have an immediately obvi-

ous physical component, are still dependent on physical hardware, networks, and

utilities to carry out their tasks. Likewise, many, but not all, physical access con-

trols (sometimes referred to as guards, gates, and guns) have some sort of logical

component. Often the systems that control our access to and within facilities

depend equally on networks, computer systems, and other similar components. In

many ways, information and physical securities are closely linked to each other.

Authorization
Authorization is the next step taken after we have completed identification and

authentication, as shown in Figure 3.1. Authorization enables us to determine,

once we have authenticated the party in question, exactly what they are

FIGURE 3.1

Identification, authentication, and authorization.
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allowed to do. We typically implement authorization through the use of access

controls, which we will discuss later in this chapter. First we will address

some best practices.

Principle of least privilege

When we are determining what access we will provide to the parties to whom we

have provided authorized access, there is an important concept we should keep in

mind, called the principle of least privilege. The principle of least privilege dic-

tates that we should only allow the bare minimum of access to a party—this

might be a person, user account, or process—to allow it to perform the functional-

ity needed of it. For example, someone working in a sales department should not

need access to data in our internal human resources system in order to do their

job. Violation of the principle of least privilege is the heart of many of the secu-

rity problems we face today.

One of the more common ways in which we find the principle of least privi-

lege improperly implemented is in the permissions we give for operating system

user accounts, most commonly violated by users and administrators of Microsoft

operating systems. In Microsoft operating systems, we will often find that casual

users of the operating system, who are performing tasks such as creating docu-

ments in word processors and exchanging e-mail, are configured with administra-

tive access, thus allowing them to carry out any task that the operating system

allows. As a consequence of this, whenever the over-privileged user opens an

e-mail attachment containing malware, or encounters a Web site that pushes

attack code to the client computer, these attacks have free reign on the system

because they are acting as the user, who is, in turn, endowed with administrative

capabilities. Because of this, the attacker’s job is much easier, as they can simply

turn off anti-malware tools, install any additional attack tools they can to, and

proceed with completely compromising the system. The flip side of this issue is

by denying administrative privileges the user might not be able to download a

new update to their primary application or install a new program they need with-

out administrative support—which could have an operational impact equaling

self-imposed denial of service.

We can see the same issue in services or processes that are running at a more

privileged level than they need to in order to carry out their functions. If we have

a service running a Web server, for instance, this service only needs sufficient

permission to access the files and scripts that directly pertain to the Web content

it is serving, and nothing more. If we allow the Web service to access additional

files in the file system, an attacker could potentially read or alter these files to

gain unauthorized access to more sensitive information than we would normally

make public, thus giving the attacker an inroad to attack deeper into the system.

By carefully following the principle of least privilege when configuring sys-

tems, allocating permissions for accounts and planning out our security, we can

take away some of the more easily accessed tools that attackers can use against
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us. This is a very simple security measure that we can put in place at little to no

cost, and it is very effective so will have very positive impact.

Access control
When we look at access controls, we have four basics tasks we might want to carry

out: allowing access, denying access, limiting access, and revoking access. Among

these four actions, we can describe most access control issues or situations.

Allowing access lets us give a particular party, or parties, access to a given

resource. For example, we might want to give a particular user access to a file or

we may want to give an entire group of people access to all the files in a given

directory. We might also be referring to access in a physical sense, by giving our

employees access to our facility through the use of a key or badge.

Denying access is simply the opposite of granting access. When we deny

access, we are preventing access by a given party to the resource in question.

We might be denying access to a particular person attempting to log on to a

machine based on the time of day, or we might deny unauthorized individuals

from entering the lobby of our building beyond business hours. Most access

control systems should be set to deny by default, with the authorized users only

being permitted access.

Limiting access refers to allowing some access to our resource, but only up to

a certain point. This is very important when we are using applications that may

be exposed to attack-prone environments, as we see with Web browsers used on

the Internet. In such cases, we might see the application being run in a sandbox in

order to limit what can be done outside the context of the application. In a physi-

cal sense, we can see the concept of access control limitations in the different

levels of keying that we might see in the locks in a building. We may have a mas-

ter key that can open any door in the building, an intermediate key that can open

only a few doors, and a low-level key that can open only one door.

More advanced
When we look at limiting the access for software, we will often see the term

sandbox used to describe the limitations that are put in place. A sandbox is simply

a set of resources devoted to a program, process, or similar entity, outside of

which the entity cannot operate. We use sandboxes to prevent their contents from

accessing files, memory, and other system resources with which they should not

be interacting. Sandboxes can be very useful for containing things that we cannot

trust, such as code from public Web sites. We can see an example of a sandbox

in use in the Java Virtual Machine (JVM) under which programs written in the
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Java programming language run. The JVM is specifically constructed to protect

users against potentially malicious software that they might download.

Revocation of access is a very important idea in access control. It is vital that

once we have given a party access to a resource, we be able to take that access

away again. If we were, for instance, to fire an employee, we would want to

revoke any accesses that they might have. We would want to remove access to

their e-mail account, disallow them from connecting to our virtual private net-

work (VPN), deactivate their badge so that they can no longer enter the facility,

and revoke other accesses that they might have. Particularly when we are working

with computer-oriented resources in some fashion, it may be vital to be able to

revoke access to a given resource very quickly, thus necessitating good coordina-

tion between HR and IT in termination cases.

When we look to implement access controls, there are two main methods that

we might use: access control lists and capabilities. Each of these has positives

and negatives, and the ways we can carry out the four basic tasks we covered ear-

lier will differ depending on the method we choose for our access control

implementation.

Access control lists

Access control lists (ACLs), often referred to as “ackles,” are a very common

choice of access control implementation. ACLs are usually used to control access

in the file systems on which our operating systems run and to control the flow of

traffic in the networks to which our systems are attached. ACLs are most com-

monly discussed in the context of firewalls and routers.

When ACLs are constructed, they are typically built specifically to a certain

resource, and they contain the identifiers of the party allowed to access the

resource in question and what the party is allowed to do in relation to the

resource. As we see in Figure 3.2, Alice is allowed access to the resource, while

Bob is specifically denied access. This may seem like a very simplistic concept,

but in the context of larger ACL implementations, such as those used in file sys-

tems, ACLs can become quite complex and should be reviewed at least annually.

File system ACLs
When we look at the ACLs in most file systems, we commonly see three permis-

sions in use: read, write, and execute, respectively allowing us to access the con-

tents of a file or directory, write to a file or directory, and, presuming that a file

Alice Allow

Bob Deny

FIGURE 3.2

A simple ACL.
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contains either a program or a script capable of running on the system in question,

execute the contents of the file.

In the case of file systems, a file or directory may also have multiple ACLs

attached to it. In UNIX-like operating systems, for instance, we can see separate

access lists for a given file, in the form of user, group, and other ACLs. We can

give an individual user read, write, and execute permissions, a group of different

users read, write, and execute permissions, and a different set of read, write, and

execute permissions to anyone that is not an individual or group that we have

already covered. These three sets of permissions will display as rwxrwxrwx, with

the first rwx set representing the user, the second the group, and the third other,

as shown in Figure 3.3.

More advanced
To further explore the idea, we can look at the specific example of one of the

files shown in Figure 3.3. If we look at the first file, .nano_history, we can see

that the permissions are displayed as - r w - - - - - - -. This may seem a bit cryp-

tic, but we can help this somewhat by segmenting this into the relevant sections.

If we divide it as - j r w - j - - - j - - -, we can see where the different sections lie.

FIGURE 3.3

File permissions on a Linux operating system.
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The first - is generally used to represent the file type. In the case of our example,

- represents a regular file, and d represents a directory. The second segment, the

user permissions, is set to r w -, meaning that the user that owns the file can read

it and write it, but not execute it. The third segment, the group permissions, is set

to - - -, meaning that the members of the group that own the file cannot read it,

write it, or execute it. The last segment is also set to - - -, meaning that anyone that

is not the user that owns the file or in the group that owns the file can also not read,

write, or execute it.

By using such sets of file permissions, we can, in a simple fashion, control

access to the operating systems and applications that utilize our file system.

Although we only looked at file system permissions like these as they pertain to

file systems used in Microsoft and UNIX-like operating systems, most file sys-

tems use a very similar, if not identical, set of permissions.

Network ACLs
When we look at the variety of activities that take place on networks, both private

and public, we can again see ACLs regulating such activity. In the case of net-

work ACLs, we typically see access controlled by the identifiers we use for

network transactions, such as Internet protocol (IP) addresses, Media Access

Control (MAC) addresses, and ports. We can see such ACLs at work in network

infrastructure such as routers, switches, and firewall devices, as well as in soft-

ware firewalls, Facebook, Google, e-mail, or other forms of software.

Permissions in network ACLs tend to be binary in nature, generally consisting

of allow and deny. When we set up the ACL, we use our chosen identifier or

identifiers to dictate which traffic we are referring to and simply state whether the

traffic is to be allowed or not.

One of the simplest forms of network-oriented ACLs that we might see in

place is MAC address filtering. MAC addresses are, in theory, unique identifiers

attached to each network interface in a given system. Each network interface has

a hardcoded MAC address issued when it is created. This can commonly be seen

as implemented on wireless access points.

Alert!
Unfortunately for those of us depending on MAC addresses as a basis for our

ACLs, the MAC address used by a network interface can be overridden by third-

party software allowing settings in most operating systems to be spoofed. Such

changes are very trivial to put in place, and the MAC address is not a good choice

for a unique identifier of a particular device on the network.

We can also choose to use IP addresses as the basis for filtering in our ACL.

We can implement such filtering based on individual addresses, or on an entire

range of IP addresses. Unfortunately, similar to the issue with using MAC

addresses for ACLs, IP addresses can be falsified and are not unique to a
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particular network interface. Additionally, IP addresses issued by Internet service

providers (ISPs) are subject to frequent change, making IP addresses as the sole

basis for filtering a shaky prospect, at best, but they are a great part of defense in

depth program.

More advanced
Some organizations, such as those that operate Web servers, mail servers, and

other services that are exposed to the Internet, apply large-scale filtering in order

to block out known attacks, spammers, and other undesirable traffic. Such filter-

ing can take the form of dropping traffic from individual IP addresses, to ranges,

to the entire IP space of large organizations, ISPs, or even entire countries. This

practice is commonly referred to as blackholing, because any traffic to such fil-

tered destinations is simply dropped and appears to have vanished into a black

hole from the perspective of the sender.

We can also filter by the port being used to communicate over the network.

Many common services and applications use specific ports to communicate over

networks. For instance, FTP uses ports 20 and 21 to transfer files, Internet

Message Access Protocol (IMAP) uses port 143 for managing e-mail, Secure

Shell (SSH) uses port 22 to manage remote connections to systems, and many

more—65,535 ports in all. We can control the use of many applications over the

network by allowing or denying traffic originating from or sent to any ports that

we care to manage. Like MAC and IP addresses, the specific ports that are used

for applications are a convention, not an absolute rule. We can, with relative ease,

change the ports that applications use to different ports entirely. This will prevent

automated attacks or scripted attacks from working. The downside is that it will

make interacting with anyone not familiar with a given architecture difficult.

Using single attributes to construct ACLs is likely to present a variety of

issues, including our attribute not being guaranteed to be unique, such as an IP

address, or being easy to alter, such as a MAC address. When we use several

attributes in combination, we begin to arrive at a more secure technique. A

very commonly used combination is that of IP address and port, typically

referred to as a socket. In this way, we can allow or deny network traffic from

one or more IP addresses using one or more applications on our network in a

workable fashion.

We can also construct ACLs to filter on a wide variety of other things. In

some cases, we might want to monitor the traffic going over our network in order

to allow or deny traffic based on more specific criteria, such as the content of an

individual packet or a related series of packets. Using such techniques, we can fil-

ter out traffic related to attacks, or traffic that is simply undesirable to us, such as

peer-to-peer file-sharing networks commonly used to illegally share copyrighted

songs, videos, and software.
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Capabilities

Capability-based security can provide us with an alternate solution to access con-

trol that uses a different structure than what we see in ACLs. Where ACLs define

the permissions based on a given resource, an identity, and a set of permissions,

all generally held in a file of some sort; capabilities are oriented around the use

of a token that controls our access. We can think of a token in a capability as

being analogous to the personal badge we might use to open the door in a build-

ing. We have one door, and many people have a token that will open it, but we

can have differing levels of access. Where one person might be able to access the

building only during business hours on weekdays, another person may have per-

mission to enter the building at any time of day on any day of the week.

Interestingly, in capability-based systems, the right to access a resource is based

entirely on possession of the token, and not who possesses it. As with our badge

example, if we were to give our badge to someone else, he would be able to use it

to access the building with whatever set of permissions we have. In a capability-

based system, applications can share with other applications the token that defines

their level of access. In noncapability-based systems, which use ACLs to manage

permissions, we may experience the confused deputy problem, due to the way that

access control is implemented. Let’s look at an attack based on this principle.

Confused deputy problem
The confused deputy problem is a type of attack that is common in systems that

use ACLs rather than capabilities. The crux of the confused deputy problem is

seen when the software with access to a resource has a greater level of permission

to access the resource than the user who is controlling the software. If we, as the

user, can trick the software into misusing its greater level of authority, we can

potentially carry out an attack [1]. We will discuss a few practical examples of

attacks that exploit the confused deputy problem later in this section.

Several specific attacks, many of them client side in nature, can take practical

advantage of the confused deputy problem. These often involve tricking the user

into taking some action when they really think they are doing something else

entirely. Two of the more common uses of such an attack are client-side attacks

such as cross-site request forgery (CSRF) and clickjacking.

Client-side attacks are attacks that take advantage of weaknesses in applica-

tions that are running on the computer being operated directly by the user, often

referred to as the client. These attacks can take the form of code sent through the

Web browser, which is then executed on the local machine, malformed PDF files,

images or videos with attack code embedded, or other forms. In the past several

years, software vendors have become more aware of such attacks as an issue and

have begun building defensive measures into their software, but new attacks

appear on a regular basis.

CSRF is an attack that misuses the authority of the browser on the user’s com-

puter. If the attacker knows of, or can guess, a Web site to which the user might
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already be authenticated, perhaps a very common site such as Amazon.com, they

can attempt to carry out a CSRF attack [2]. They can do this by embedding a link

in a Web page or HTML-based e-mail, generally a link to an image from the site

to which he wishes to direct the user without their knowledge. When the applica-

tion attempts to retrieve the image in the link, it also executes the additional com-

mands the attacker has embedded in it. In our example, when the user’s browser

loads the image from Amazon.com, as long as the authentication cookie for

Amazon has not expired, the attacker might cause the user to make a purchase

without their knowledge, thus allowing the attacker to sell more copies of a book.

Clickjacking, also known as user interface redressing, is a particularly sneaky

and effective client-side attack that takes advantage of some of the page rendering

features that are available in newer Web browsers. In order to carry out a click-

jacking attack, the attacker must legitimately control or have taken control of

some portion of the Web site (without the owners of the site being aware their

site is now serving malware) that is to be used as the attack vehicle. The attacker

constructs or modifies the site in order to place an invisible layer over something

the client would normally click on, in order to cause the client to execute a com-

mand differing from what they actually think they are performing [3].

Clickjacking can be used to trick the client into making purchases, changing per-

missions in their applications, sharing information about their operating systems,

or performing other nefarious activities.

If we were to use capabilities instead of ACLs to manage permissions, these

attacks would not be possible. In the case of each of these attacks, the misuse of

permissions would not be possible, because the attacker would not be able to mis-

use the authority of the user without actually having access to the token that

would allow him permission to do so.

Alert!
Browser attacks are very common and are likely to succeed against systems that

have not been hardened against them specifically. Some of the more commonly

used browsers, such as Microsoft’s Internet Explorer and Mozilla Firefox, now

include at least a rudimentary form of protection against such attacks. Browser

security plug-ins, such as NoScript1 for Firefox and GuardedID2 for Internet

Explorer, can also help to foil such attacks.

Unfortunately, the most commonly used operating systems have only a very

minimal implementation of capability-based security, and this does not often

extend to the sharing of permissions between applications. In most cases, in order

to mitigate the attacks that we discussed, additional layers of security, in the form

of applications or plug-ins, are needed.

1http://noscript.net/.
2www.guardedid.com/default.aspx.
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Access control methodologies
Access controls are the means by which we implement authorization and deny or

allow access to parties, based on what resources we have determined they should

be allowed access to. Although the term may sound very technical and oriented in

the direction of high-security computing facilities, access controls are something

we deal with on a daily basis.

When we lock or unlock the doors on our house, we are using a form of phys-

ical access control, based on the keys (something you have) that we use.

When we start our car, we are also likely to use a key. For some newer cars,

our key may even include an extra layer of security by adding Radio Frequency

Identification (RFID) tags, certificate-like identifiers stored on the key itself, and

other security technologies.

Upon reaching our place of employment, we might use a badge or key (some-

thing you have) to enter the building, once again, a physical access control.

When we sit down in front of our computer at work and type in our password

(something you know), we are authenticating and using a logical access control

system in order to access the resources to which we have been given permission.

Depending on the environments we pass through in the course of working, going

to school, and performing the other activities that make up our day, we may have

more or less exposure to access controls, but most of us see multiple implementa-

tions like these on a regular basis.

Access control models

There are quite a few different access control models we might run across in the

different environments we access daily, we will cover the most common models

here. The most likely set we will encounter in the security world includes discre-

tionary access control, mandatory access control, rule-based access control, role-

based access control, and attribute-based access control.

Discretionary access control
Discretionary access control (DAC) is a model of access control based on access

being determined by the owner of the resource in question. The owner of the

resource can decide who does and does not have access, and exactly what access

they are allowed to have. In Microsoft operating systems, we can see DAC imple-

mented. If we decide to create a network share, for instance, we get to decide

who we want to allow access.

Mandatory access control
Mandatory access control (MAC) is a model of access control in which the owner of

the resource does not get to decide who gets to access it, but instead access is decided

by a group or individual who has the authority to set access on resources. We can often

find MAC implemented in government organizations, where access to a given
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resource is largely dictated by the sensitivity label applied to it (secret, top secret, etc.),

by the level of sensitive information the individual is allowed to access (perhaps only

secret), and by whether the individual actually has a need to access the resource, as we

discussed when we talked about the principle of least privilege earlier in this chapter.

More advanced
It is worthwhile to note that MAC is an overloaded acronym, in that it can have

more than one meaning. In this case, two of the more common meanings are

MAC, as in the unique identifier for a network interface, and MAC, in the sense

of a type of access control.

Role-based access control
Role-based access control (RBAC) is a model of access control that, similar to

MAC, functions on access controls set by an authority responsible for doing so,

rather than by the owner of the resource. The difference between RBAC and MAC is

that access control in RBAC is based on the role the individual being granted access

is performing. For example, if we have an employee whose only role is to enter data

into a particular application, through RBAC we would only allow the employee

access to that application, regardless of the sensitivity or lack of sensitivity of any

other resource he might potentially access. If we have an employee with a more com-

plex role—customer service for an online retail application, perhaps—the employee’s

role might require him to have access to information about customers’ payment status

and information, shipping status, previous orders, and returns, in order to be able to

assist said customers. In this case, RBAC would grant him considerably more access.

We can see RBAC implemented in many large-scale applications that are oriented

around sales or customer service. While this provides much greater granularity of

security, it is also much more labor intensive to implement and manage.

Attribute-based access control
Attribute-based access control (ABAC) is, logically, based on attributes. These

can be the attributes of a particular person, of a resource, or of an environment.

Subject attributes are those of a particular individual. We could choose any

number of attributes, such as the classic “you must be this tall to ride” access con-

trol, which exists to prevent the altitudinally challenged from riding on amuse-

ment park rides that might be harmful to them. Another very common example

can be seen in the use of a Captcha, as shown in Figure 3.4. Captchas are used to

control access, based on whether the party on the other end can pass a test that is,

in theory, too difficult for a machine to complete, thus proving the party to be

FIGURE 3.4

A Captcha.
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human. Captcha or, more properly, CAPTCHA, stands for Completely Automated

Public Turing Test to Tell Humans and Computers Apart [4]. CAPTCHAs are

used to prevent automated tools from carrying out tasks like signing up for new

accounts or adding spam comments to blogs.

Resource attributes are those that relate to a particular resource, such as an oper-

ating system or application. We often see this occur, although usually for technical

reasons rather than security reasons, when we encounter software that only runs on

a particular operating system, or Web sites that only work with certain browsers.

We might apply this type of access control as a security measure by requiring spe-

cific software to be used or particular protocols for communication.

Environmental attributes can be used to enable access controls that operate

based on environmental conditions. We commonly use the time attribute to control

access, in both a physical and a logical sense, based on length of time passed, or

time of day. Access controls on buildings are often configured to only allow access

during certain hours of the day, such as during business hours. We also see time

limits set on VPN connections, forcing the user to reconnect every 24 h. This is

often done to prevent users from keeping such a connection running after their

authorization for using it has been removed. We can often find ABAC implemen-

ted on infrastructure systems, such as those in network or telecommunications

environments, in order to prevent unexpected or unauthorized user behavior.

Multilevel access control
Multilevel access control models are used where the simpler access control models

that we just discussed are considered to not be robust enough to protect the infor-

mation to which we are controlling access. Such access controls are used exten-

sively by military and government organizations, or those that often handle data of

a very sensitive nature. We might see multilevel security models used to protect a

variety of data, from nuclear secrets to protected health information (PHI).

The Bell�LaPadula model implements a combination of DAC and MAC and

is primarily concerned with the confidentiality of the resource in question.

Generally, in cases where we see DAC and MAC implemented together, MAC

takes precedence over DAC, and DAC works within the accesses allowed by the

MAC permissions. For example, we might have a resource that is classified as

secret and a user that has a secret level of clearance, normally allowing them to

access the resource under the accesses allowed by MAC. However, we might also

have an additional layer of DAC under the MAC access, and if the resource

owner has not given the user access, they would not be able to access it, despite

the MAC permissions. In Bell�LaPadula, we have two security properties that

define how information can flow to and from the resource [5]:

1. The simple security property: The level of access granted to an individual

must be at least as high as the classification of the resource in order for the

individual to be able to access it.

2. The � property: Anyone accessing a resource can only write its contents to

one classified at the same level or higher.
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These properties are generally summarized as “no read up” and “no write

down,” respectively. In short, this means that when we are handling classified

information, we cannot read any higher than our clearance level, and we cannot

write classified data down to any lower level.

The Biba model of access control is primarily concerned with protecting the

integrity of data, even at the expense of confidentiality. Biba has two security rules

that are the exact reverse of those we discussed in the Bell�LaPadula model [6]:

• The simple integrity axiom: The level of access granted to an individual must

be no lower than the classification of the resource.

• The � integrity axiom: Anyone accessing a resource can only write its contents

to one classified at the same level or lower.

We can summarize these rules as “no read down” and “no write up,” respec-

tively. This may seem completely counterintuitive when we consider protecting

information, but remember that we have changed the focus from confidentiality

to integrity. In this case, we are protecting integrity by ensuring that our resource

can only be written to by those with a high level of access and that those with a

high level of access do not access a resource with a lower classification.

The Brewer and Nash model, also known as the Chinese Wall model, is an

access control model designed to prevent conflicts of interest. Brewer and Nash is

commonly used in industries that handle sensitive data, such as that found in the

financial, medical, or legal industry. Three main resource classes are considered

in this model [7]:

1. Objects: Resources such as files or information, pertaining to a single

organization.

2. Company groups: All objects pertaining to a particular organization.

3. Conflict classes: All groups of objects that concern competing parties.

If we look at the example of a commercial law firm working for companies in a

certain industry, we might have files that pertain to various individuals and compa-

nies working in that industry. As an individual lawyer at the firm accesses data

and works for different clients, he could potentially access confidential data that would

generate a conflict of interest while working on a new case. In the Brewer and Nash

model, the resources and case materials that the lawyer was allowed access to would

dynamically change based on the materials he had previously accessed.

Physical access controls

Many of the access control methods we have discussed throughout the chapter

can be applied to physical security as well as logical security. When concerned

with physical access controls, we are often largely concerned with controlling the

access of individuals and vehicles.

52 CHAPTER 3 Authorization and Access Control



Access control for individuals often revolves around controlling movement

into and out of buildings or facilities. We can see simple examples of such con-

trols on the buildings of many organizations in the form of badges that moderate

opening doors into or within the facility (something you have from Chapter 2).

Such badges are typically configured on an ACL that permits or denies their use

for certain doors and regulates the time of day that they can be used.

One of the more common issues with physical access controls is that of tail-

gating. Tailgating occurs when we authenticate to the physical access control

measure, such as using a badge, and then another person follows directly behind

us without authenticating themselves. Tailgating can cause a variety of issues,

including allowing unauthorized individuals into the building and creating an

inaccurate representation of who is actually in the building in case there is an

emergency.

We can attempt to solve tailgating in a variety of ways, from implementing

policy that forbids doing so, to posting a guard in the area, to simply (but expen-

sively) installing a physical access control solution that only allows one person to

pass through at a time, such as a turnstile. All of these are reasonable solutions,

but, depending on the environment in question, may or may not be effective. We

will often find that a combination of several solutions is needed to develop a thor-

ough and complete solution.

A much more complex example of this type of access control that many peo-

ple are familiar with is the security system in use at many airports. Particularly

after the terrorist attacks of 9/11 in the United States, we have seen the level of

security at airports increase, much of it oriented in the direction of access con-

trols. Once we have entered the airport security system, we are required to present

a boarding pass and identification (something you have, times two). We are then

typically passed through a number of steps to ensure that we do not carry any

dangerous devices, a form of ABAC. We then proceed to our gate and, once

again, present our boarding pass to step onto the airplane. Such processes may

differ slightly depending on the country in which we travel, but they are generally

the same from an access control perspective.

Physical access control for vehicles often revolves around keeping said vehi-

cles from moving into or through areas in which we do not desire them to be.

This is often done through the use of various simple barriers, including Jersey

barriers such as those shown in Figure 3.5, bollards, one-way spike strips, fences,

and similar tools. We may also see more complex installations that include

manned or unmanned rising barriers, automated gates or doors, and other similar

items.

There are, of course, a huge number of other physical access controls and

methods that we have not discussed here. Additionally, when we refer to physical

access control devices, or access controls in general, the line between what is an

authentication device and an access control device often becomes rather blurry.
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Authorization and access control in the real world
We can see authorization and access control used in our personal and business lives

on an almost constant basis, although the portions of these that are immediately vis-

ible to us are the access controls. Looking specifically at logical access controls,

we can see them used when we log in to computers or applications, when we send

traffic over the Internet, when we watch cable or satellite television, when we

make a call on our mobile phones, and in thousands of other places. In some cases,

such measures are visible to us and require us to enter a password or a PIN, but a

large portion of them happen in the background, completely invisible to the tasks

we are carrying out and taken care of by the technologies that facilitate our tasks.

In the sense of physical access controls, we see these rather frequently as well,

although it may not register to us that we are seeing them. Most of us carry

around a set of keys that allow us access to our homes, cars, and other devices,

and these are the credentials for access to them. Many of us also carry proximity

badges that allow us access to our places of employment, schools, and in case of

driver’s license places like bars. We can also see the access controls that manage

the movement of vehicles in everyday use in vehicle-oriented areas such as park-

ing garages and parking areas at airports, and in the vicinity of high-security areas

such as the White House in the United States.

SUMMARY

Authorization is a key step in the process that we work through in order to allow

entities access to resources, namely, identification, authentication, and authorization,

FIGURE 3.5

A Jersey barrier [8].
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in that order. We implement authorization through the use of access controls,

more specifically through the use of ACLs and capabilities, although the latter are

often not completely implemented in most of the common operating systems in

use today.

The specifics of access control are defined through the various models we use

when putting together such systems. We often see the use of the simpler access

control models such as DAC, MAC, RBAC, and ABAC in our daily lives. In envir-

onments that handle more sensitive data, such as those involved in the government,

military, medical, or legal industry, we may see the use of multilevel access control

models, including Bell�LaPadula, Biba, Clark�Wilson, and Brewer and Nash.

Access control concepts in general largely apply to both logical and physical

areas, but we do see some specialized applications when looking specifically at

physical access control. Here we have several sets of access controls that apply to

ensuring that people and vehicles are restricted from exiting or entering areas

where they are not authorized to be. We can see examples of such controls in

our daily lives at office buildings, parking areas, and high-security facilities in

general.

EXERCISES
1. Discuss the difference between authorization and access control.

2. What does the Clark�Wilson model protect against?

3. Why does access control based on the MAC address of the systems on our

network not represent strong security?

4. Which should take place first, authorization or authentication?

5. What are the differences between MAC and DAC in terms of access

control?

6. The Bell�LaPadula and Biba multilevel access control models each have a

primary security focus. Can these two models be used in conjunction?

7. Given a file containing sensitive data and residing in a Linux operating

system, would setting the permissions to rw-rw-rw- cause a potential

security issue? If so, which portions of the CIA triad might be affected?

8. Which type of access control would be used in the case where we wish to

prevent users from logging in to their accounts after business hours?

9. Explain how the confused deputy problem can allow privilege escalation to

take place.

10. What are some of the differences between ACLs and capabilities?
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INFORMATION IN THIS CHAPTER

• Accountability

• Auditing

INTRODUCTION

When we have successfully gone through the process of identification, authentica-

tion, and authorization, or even while we are still going through the process, we
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need to keep track of the activities that have taken place, as shown in Figure 4.1.

Even though we might have allowed the party access to our resources, we still

need to ensure that they behave in accordance with the rules as they relate to

security, business conduct, ethics, sexual harassment, and so on.

In recent years, being able to ensure that we, and those that use our environ-

ments, are abiding by the rules set forth for in policy has become a vital task. We

now house a great deal of information in digital form, including medical data,

financial information, legal proceedings, trade secrets, and a variety of other

items. If we do not set, and follow, stringent rules for access to sensitive data

stored in this fashion, we can suffer business losses, intellectual property theft,

identity theft, fraud, and numerous other crimes. Some types of data—medical

and financial, for example—often are under protection by laws in each country

the data resides in. In the United States, two such well-known bodies of law are

found in the Health Information Portability and Accountability Act of 1996

(HIPAA) and the Sarbanes�Oxley Act of 2002 (SOX), protecting medical and

financial data, respectively.

Many of the measures we put in place to ensure accountability facilitate audit-

ing. We perform audits to ensure that compliance with applicable laws, policies,

and other bodies of administrative control is being accomplished as well as

detecting misuse. We may audit a variety of activities, including compliance with

policy, proper security architecture, configuration management, personal behavior

of users, or other activities.

Accountability
Accountability provides us with the means to trace activities in our environment

back to their source. In addition, it provides us with a number of capabilities,

when properly implemented, which can be of great use in conducting the daily

business of security and information technology in our organizations. In particu-

lar, organizations need to carefully maintain accountability in order to ensure that
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FIGURE 4.1

Accountability.
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they are in compliance with any laws or regulations associated with the types of

data they handle or the industry in which they operate.

To ensure that we have accountability, we need certain other tools to be in

place and working properly. Accountability depends on identification, authentica-

tion, and access control being present so that we can know who a given transac-

tion is associated with, and what permissions were used to allow them to carry it

out. Given proper monitoring and logging, we can often do exactly this and deter-

mine, in very short order, the details of the situation in question.

It is very easy to look at accountability and the associated auditing tools that are

commonly attached to it and dismiss them as being bad because they are akin to

Big Brother watching over our shoulder. In some senses, this is true, and excessive

monitoring of people, places, and things can indicate an unhealthy environment.

We can also go too far in the other direction. If we do not have sufficient controls

in place to deter or prevent those that would break the rules and abuse the resources

they have access to, we can end up in a bad place as well. The key is to develop a

system that allows you to be compliant with all applicable laws and provides a rea-

sonable level of security based on the organizations’ risk tolerance.

If we consider the example of the Enron scandal in 2001, we can see a case

where, due to lack of accountability to its shareholders, board of directors, auditors,

and the US government, Enron was able to defraud its investors out of billions of dol-

lars. This was one of the events that prompted the enactment of SOX, directed specif-

ically at halting such practices. In some cases, such as these, accountability equates

to a certain extent to transparency. In some situations, our activities must be transpar-

ent to certain parties, such as shareholders, in order to hold us accountable for our

actions. Such transparency is dictated by law in companies that are publicly traded.

We may also see cases where accountability is prompted by outside agencies, but

the impetus to comply with these requirements must come from within our organiza-

tions. We can see an example of this in the requirements for notifying those that

have had personal or financial information exposed in an unauthorized manner in a

security breach. Such breaches seem to happen with disturbing regularity, and we

can generally find a current example of one through a brief search of the news media.

When a company experiences a breach in the United States, it will often be required,

by state law, to notify those whose information has been exposed. In many cases,

however, the breaches are not known of outside the company by more than a very

few people, until they are actually announced to those that are directly involved. We

can certainly see where such an organization might be tempted, in such a case, to not

say anything about the incident to protect their image. To see a list of known

breaches, go to https://www.privacyrights.org/data-breach.

More advanced
In the United States, 46 states, the District of Columbia, Puerto Rico, and the US

Virgin Islands have, at the time of this writing, laws in place that dictate
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notification to those whose personally identifiable information (PII) has been

involved in a breach. Presently, the only states that do not are Alabama,

Kentucky, New Mexico, and South Dakota [1].

Although the breach may not be immediately visible to those outside the orga-

nization, or ever visible, for that matter, we are still accountable to be compliant

with the laws that govern breaches in our location and with any laws that govern

the handling of the data with which we conduct business. In the case where we

do not conduct ourselves properly as relates to these laws, we may be able to con-

tinue with business as usual for a period of time, but we will eventually be dis-

covered and the repercussions in the personal, business, and legal senses will be

much greater for not having handled the situation properly in the first place.

Security benefits of accountability

Implementing accountability often brings with it a number of useful features from

a security perspective. When we implement monitoring and logging on our sys-

tems and networks, we can use this information to maintain a higher security pos-

ture than we would be able to otherwise. Specifically, the tools that allow us

accountability also enable nonrepudiation, deter those that would misuse our

resources, help us in detecting and preventing intrusions, and assist us in prepar-

ing materials for legal proceedings.

Nonrepudiation
Nonrepudiation refers to a situation in which sufficient evidence exists as to

prevent an individual from successfully denying that he or she has made a state-

ment, or taken an action. In information security settings, this can be accom-

plished in a variety of ways. We may be able to produce proof of the activity

directly from system or network logs, or recover such proof through the use of

digital forensic examination of the system or devices involved. We may also be

able to establish nonrepudiation through the use of encryption technologies,

more specifically through the use of hash functions that can be used to digitally

sign a communication or a file. We will discuss such methods at considerably

greater length in Chapter 5 when we go over encryption. An example of this

might be a system that digitally signs every e-mail that is sent from it, thus ren-

dering useless any denial that might take place regarding the sending of the

message in question.

Deterrence
Accountability can also prove to be a great deterrent against misbehavior in our

environments. If those we monitor are aware of this fact, and it has been commu-

nicated to them that there will be penalties for acting against the rules, these

individuals may think twice before straying outside the lines.
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More advanced

The key to deterrence lies in letting those we want to deter know they will be

held accountable for their actions. This is typically carried out through the vehicle

of auditing and monitoring, both of which we will discuss in the “Auditing” sec-

tion of this chapter. If we do not make this clear, our deterrent will lose most of

its strength.

For example, if, as part of our monitoring activities, we keep track of the

badge access times for when our employees pass in and out of our facility, we

can validate this activity against the times they have submitted on their time card

for each week, in order to prevent our employees from falsifying their time card

and defrauding the company for additional and undeserved pay. On the network

the same can be done by watching for users who are surfing the Internet instead

of working. While this might seem to smack of Big Brother to some, such meth-

ods are often used for efficiency in areas with large numbers of employees work-

ing specific shifts where it would be too costly to have multiple managers

watching the users, such as those that run technical support help desks.

Intrusion detection and prevention
One of the motivations behind logging and monitoring in our environments is to

detect and prevent intrusions in both the logical and physical sense. If we imple-

ment alerts based on unusual activities in our environments and check the infor-

mation we have logged on a regular basis, we stand a much better chance of

detecting attacks that are in progress and preventing those for which we can see

the precursors.

Particularly in the logical realm where attacks can take place in fractions of a

second and it is not practical to have a human in the loop, we would be wise to

implement automated tools to carry out such tasks. We can divide such tools into

two major categories: intrusion detection systems (IDSes) and intrusion

prevention systems (IPSes). An IDS performs strictly as a monitoring and alert

tool, only notifying us that an attack or undesirable activity is taking place. An

IPS, often working from information sent by the IDS, can actually take action

based on what is happening in the environment. In response to an attack over the

network, an IPS might refuse traffic from the source of the attack. We will dis-

cuss IDSes and IPSes at greater length in Chapters 9, 10, and 12.

Admissibility of records
When we seek to introduce records in legal settings, it is often much easier to do

so and have them accepted when they are produced from a regulated and consis-

tent tracking system. For instance, if we seek to submit digital forensic evidence

that we have gathered for use in a court case, the evidence will likely not be

admissible to the court unless we can provide a solid and documented chain of

custody for said evidence. We need to be able to show where the evidence was at
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all times, how exactly it passed from one person to another, how it was protected

while it was stored, and so forth.

Our accountability methods for evidence collection, if properly followed, will

hopefully let us display this unbroken chain of custody. If we cannot demonstrate

this, our evidence will likely only be taken as hearsay, at best, considerably weak-

ening our case and perhaps placing us on the losing side in court.

The evidence must also have a hash proving it is original and has not been

modified. A hash function is an algorithm that analyzes the data on the device

and produces a code or hash. The hash would change if any data was changed.

How we accomplish accountability

As we have discussed, we can attempt to ensure accountability by laying out the

rules and ensuring that they are being followed. While it is all well and good to

give someone a rule and ask him or her to follow it, we will often need to take

further steps to ensure that this is actually taking place. We can see such a system

at work in the law enforcement world. The geographical area in which we live

has laid out certain laws for its populace to follow. Often, we can find laws gov-

erning theft, harm to others, safe operation of vehicles, and many more. We then

have police that ensure compliance with these laws, in both a reactive and a

proactive way. The police both patrol looking for violations and respond to calls

to investigate violations. Police could be considered to be like System

Administrator, detectives would be like security incident response analysts, and

Crime Scene Investigation (CSI) would be computer forensic investigators. Each

group has their own set of tools.

Auditing
One of the primary ways we can ensure accountability through technical means

is by ensuring that we have accurate records of who did what and when they

did it. In nearly any environment, from the lowest level of technology to the

highest, accountability is largely accomplished through the use of auditing.

Merriam-Webster’s Dictionary of Law defines an audit as “a methodical exami-

nation and review” [2].

We audit for one of several reasons. Auditing provides us with the data with

which we can implement accountability. If we do not have the ability to assess

our activities over a period of time, then we do not have the ability to facilitate

accountability on a large scale. Particularly in larger organizations, our capacity

to audit directly equates to our ability to hold anyone accountable for anything.

We may also be bounded by contractual or regulatory requirements that com-

pel us to be subject to audit on some sort of reoccurring basis. In many cases,

such audits are carried out by unrelated and independent third parties certified

and authorized to perform such a task. Good examples of such audits are those
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mandated by SOX, which exist in order to ensure that companies are honestly

reporting their financial results.

What do we audit?

When we perform an audit, there are a number of items we can examine, primar-

ily focused on compliance with relevant laws and policies. In the information

security world, we tend to look at access to or from systems as a primary focus,

but often extend this into other fields as well, such as physical security.

Passwords are a commonly audited item, as we should be setting out policy to

dictate how they are constructed and used. As we discussed in the “Authentication”

section in Chapter 2, if we do not take care to construct passwords in a secure

manner, they can be easily cracked by an attacker. We should also be concerned

with the frequency at which passwords are changed. If we do happen to have a

password fall into the hands of someone who should not have it, we want to

change the password at a relatively frequent interval in order to ensure that this

person does not have permanent access. In many cases, checking password

strength and managing password changes are accomplished in an automated fash-

ion by functions within an operating system or by utilities designed to do so, and

these need to be audited as well to ensure that they are in place and configured

properly.

Software licensing is another common audit topic. Particularly on systems

owned by the organization for which we work, ensuring that all of our software is

appropriately licensed is an important task. If we were to be audited by an outside

agency—the Business Software Alliance (BSA), for instance—and we were found

to be running large quantities of unlicensed software, the financial penalties could

be severe indeed. It is often best if we can find and correct such matters ourselves

before receiving a notification from an external company such as the BSA.

Alert!
The BSA is a company that, on behalf of software companies (Adobe or

Microsoft, for instance), regularly audits other companies to ensure their compli-

ance with software licensing. Fines from the BSA can reach $250,000 per occur-

rence of unlicensed software, and the BSA sweetens the pot for whistle-blowers

by offering rewards of up to $1 million for reporting violations [3].

Internet usage is a very commonly audited item in organizations, often largely

focused on our activities on the Web, although it may include instant messaging,

e-mail, file transfers, or other transactions. In many cases, organizations have

configured proxy servers so that all such traffic is funneled through just a few

gateways in order to enable logging, scanning, and potentially filtering such

traffic. Such tools can give us the ability to examine how exactly such resources

are being utilized and to take action if they are being misused.

63Alert!



Many organizations, as we have mentioned throughout this chapter, handle data

of a sensitive nature. Particularly in the case of data that is required by law to be

protected, medical data being a good example, we must take steps to ensure that

we are complying with any security measures we are required to have in place. In

particular, we are often bound to ensure that accesses to such data are carried out in

an authorized fashion, that any requirements for data retention over a period of

time are met, and that the data is safely destroyed when it is no longer needed.

Such data is often housed in some variety of databases, most of which have built-in

facilities for controlling and monitoring access on a very granular level.

Logging

Logging gives us a history of the activities that have taken place in the environ-

ment being logged. Without this evidence, audits and investigations are not practi-

cal. It is key to any organization to determine the correct level of logging to

support their needs. We typically generate logs in an automated fashion in operat-

ing systems and keep track of the activities that take place on most computing,

networking, and telecommunications equipment, as well as most devices that can

be remotely considered to incorporate or be connected to a computer. Logging is

a reactive tool, in that it allows us to view the record of what happened after it

has taken place. In order to immediately react to something taking place, we

would need to use a tool more along the lines of an IDS/IPS.

Logging mechanisms are often configurable and can be set up to log anything

from solely critical events, which is typical, to every action carried out by the sys-

tem or software, which is typically only done for troubleshooting purposes when

we see a problem. We will often find events such as software errors, hardware fail-

ures, users logging in or out, resource access, and tasks requiring increased privi-

leges in most logs, depending on the logging settings, and the system in question.

Logs are generally only available to the administrators of the system for review

and are usually not modifiable by the users of the system, perhaps with the exception

of writing to them. It is very important to note that collecting logs without reviewing

them is a fairly futile task. If we never review the content of the logs, we might as

well have not collected them in the first place. It is important that we schedule a regu-

lar review of our logs in order to catch anything unusual in their contents.

We may also be asked to analyze the contents of logs in relation to a particu-

lar incident or situation. These types of activities often fall to security personnel

in the case of investigations, incidents, and compliance checks. In these cases,

this can be a difficult task if the period of time in question is greater than a few

days. Even searching the contents of a relatively simple log, such as that gener-

ated by a Web proxy server, can mean sifting through enormous amounts of data

from one or more servers. In such cases, custom scripts or even a tool such as

grep can be invaluable to accomplish such tasks in a reasonable amount of time.

Storing logs can build up a large set of data quickly and thus become expen-

sive. There should be a policy that dictates how long logs should be sorted for
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and at what level of fidelity. For net flow data, the headers may be enough. For

password attempts, we may want to keep all aspects of the logs for a longer

period. We must also review compliance issues to determine if there are require-

ments to maintain logs for a certain period.

Monitoring

Monitoring is a subset of auditing and tends to focus on observing information

about the environment being monitored in order to discover undesirable condi-

tions such as failures, resource shortages, security issues, and trends that might

signal the arrival of such conditions. Monitoring is largely a reactive activity,

with actions taken based on gathered data, typically from logs generated by vari-

ous devices. Although we might consider the trend analysis portion of logging to

be a proactive activity, we are still reacting to the present circumstances in order

to forestall worse conditions than those we see at present. Think of this like the

guard watching a camera view of the entry to the building. They will have to

react to someone unauthorized coming in rather than just stopping them.

When conducting monitoring, we are typically watching specific items of data

we have collected, such as resource usage on computers, network latency, particu-

lar types of attacks occurring repeatedly against servers with network interfaces

that are exposed to the Internet, and traffic passing through our physical access

controls at unusual times of day. In reaction to such activity occurring at levels

above what we normally expect, called the clipping level, our monitoring system

might be configured to send an alert to a system administrator or physical security

personnel, or it might trigger more direct action to mitigate the issue such as

dropping traffic from a particular IP address, switching to a backup system for a

critical server, summoning law enforcement officials, or other similar tasks.

Assessments

In some cases, our audits may take a more active route toward determining

whether everything is as it should be and compliant with the relevant laws, regu-

lations, or policies. In such cases, we may find it useful to carefully examine our

environments for vulnerabilities. We can take two main approaches to such activi-

ties: vulnerability assessments and penetration testing. While these terms are often

used interchangeably, they are actually two distinct sets of activities.

Vulnerability assessments generally involve using vulnerability scanning tools,

such as Nessus,1 as shown in Figure 4.2, in order to locate such vulnerabilities.

Such tools generally work by scanning the target systems to discover which ports

are open on them, and then interrogating each open port to find out exactly which

service is listening on the port in question. Given this information, the vulnerabil-

ity assessment tool can then consult its database of vulnerability information to

1http://www.nessus.org/.
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determine whether any vulnerabilities may be present. Although the databases of

such tools do tend to be rather thorough, newer attacks or those that are used very

sparingly by attackers will often escape their notice.

As a more active method of finding security holes, we may also wish to con-

duct penetration testing. Penetration testing, although it may use vulnerability

assessment as a starting place, takes the process several steps further. When we

conduct a penetration test, we mimic, as closely as possible, the techniques an

actual attacker would use. We may attempt to gather additional information on

the target environment from users or other systems in the vicinity, exploit security

flaws in Web-based applications or Web-connected databases, conduct attacks

through unpatched vulnerabilities in applications or operating systems, or similar

methods. We will discuss penetration testing at greater length in Chapters 10�12.

Generally a penetration test is more useful for a mature origination that wants to

validate its security architectures and response capabilities.

The ultimate goal in performing assessments of either type is to find and fix vul-

nerabilities before any attackers do. If we can do so successfully and on a reoccurring

basis, we will considerably increase our security posture and stand a much better

chance of resisting attacks. As with any security measure that we can put in place,

security assessments are only a single component in our overall defensive strategy.

Accountability and auditing in the real world
Accountability and auditing are commonly seen to some extent in the regular

activities most of us carry out. When we examine our encounters with

FIGURE 4.2

Nessus.
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accountability, we can see that they take place with great regularity. We are held

accountable for our compliance with local and national laws for the geographic

areas in which we are located; likewise, for the policies and regulations laid out

by our employers, schools, banks, and any of hundreds of other entities with

which we do business of some variety. We also hold others accountable for their

actions on the other side of the transaction. We want those that handle our infor-

mation to protect it, our leadership to be honest and live up to their stated goals

and policies, and so forth.

For nearly any action we might care to take, an associated audit record is cre-

ated or updated in a computer system somewhere. Our medical histories, grades

in school, purchases, credit history, and an enormous number of other factors are

regularly queried and updated by the individuals and organizations with which we

have contact. Such data is used to make decisions that can impact our lives for

better or worse.

Audit data is also used, whether it focuses on our activities as an individual or

on the activities of organizations, to mitigate attacks that might be taking place. We

can see an example of this in the monitoring that credit card companies conduct on

the purchases made through our account. For instance, if we decide to buy half a

dozen laptops in one day, chances are good that this will deviate from the normal

purchase habits of most of us. In such cases, this will often trigger an alert in the

monitoring systems run by the credit card company and will temporarily freeze any

purchases made with our card. The credit card company will more than likely

attempt to contact us to ensure that the transaction is legitimate before allowing it to

proceed. Such efforts quietly take place in the background around us all the time.

More advanced
The credit card industry uses a standard called Payment Card Industry (PCI) Data

Security Standards. These standards lay out requirements for vendors to protect

customer’s data. They include auditing and assessment functions that we dis-

cussed in this chapter.

SUMMARY

When we allow others to access the resources on which our businesses are based,

or personal information of a sensitive nature, we need to hold them

accountable for what they do with the resources or information. Accountability

may be a requirement for organizations, depending on the data they deal with and

the industry in which they operate.

Auditing is the process we go through to ensure that our environment is compliant

with the laws, regulations, and policies that bind it. Auditing is also the mechanism
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through which we can implement accountability. We may carry out a variety of

tasks in the name of auditing, including logging, monitoring, and assessments.

In order to support auditing, accountability, and monitoring activities, we often

conduct logging on many of the devices in our environment. Such logs are often

generated by software, computing devices, and other hardware connected to com-

puters. Logs generated by devices can be very general in nature and contain only

a limited amount of information, or they can be very specific and contain large

amounts of highly detailed information.

Based on the data we collect from systems, we can also conduct monitoring in

our environments. Monitoring allows us to take action on activities in the period

after they have happened, potentially ranging from identifying trends in the opera-

tion of our systems to taking action to block attacks very quickly after they have

first been identified.

EXERCISES
1. What is the benefit of logging?

2. Discuss the difference between authentication and accountability.

3. Describe nonrepudiation.

4. Name five items we might want to audit.

5. Why is accountability important when dealing with sensitive data?

6. Why might auditing our installed software be a good idea?

7. When dealing with legal or regulatory issues, why do we need accountability?

8. What is the difference between vulnerability assessment and penetration testing?

9. What impact can accountability have on the admissibility of evidence in

court cases?

10. Given an environment containing servers that handle sensitive customer

data, some of which are exposed to the Internet, would we want to conduct

a vulnerability assessment, a penetration test, or both? Why?
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INFORMATION IN THIS CHAPTER

• History

• Modern cryptographic tools

• Protecting data at rest, in motion, and in use

INTRODUCTION

The use of cryptography is an integral part of computing, networking, and the vast

set of transactions that take place over such devices on a daily basis. We depend on

cryptography when we have conversations on our cell phones, check our e-mail, buy

things from online retailers, file our taxes, and do other activities. The chief security

measure that allows us to make use of such technologies is cryptography—in the

form of encryption. If we were not able to utilize encryption to protect the informa-

tion we send over such channels, many of the Internet-based activities we enjoy

today would be carried out at a much greater risk than they are carried out presently.

To discuss cryptography properly, it is helpful to first have a good understand-

ing of the terms used to describe encryption, its components, and the people

involved in its development and use.

Cryptography is the science of keeping information secure (secure, in this

case, in the sense of confidentiality and integrity (through hashing); refer back to

our discussion in Chapter 1). Cryptography is also commonly and interchangeably

referred to as encryption. Encryption itself is actually a subset of cryptography,

referring specifically to the transformation of unencrypted data, called plaintext

or cleartext, into its encrypted form, called ciphertext. Decryption is the process

of recovering the plaintext message from the ciphertext. The plaintext and cipher-

text may also be generically referred to as the message.

The science of breaking through the encryption used to create the ciphertext is

referred to as cryptanalysis. The overarching field of study that covers cryptogra-

phy and cryptanalysis is referred to as cryptology.

The specifics of the process used to encrypt the plaintext or decrypt the

ciphertext is referred to as a cryptographic algorithm. Cryptographic algorithms

generally use a key, or multiple keys, in order to encrypt or decrypt the message,

this being roughly analogous to a password. The range of all possible values for

the key is referred to as the keyspace. The larger the keyspace, the harder it is to

decrypt the message. We may also refer to the cryptosystem, a concept that cov-

ers a given algorithm and all possible keys, plaintexts, and ciphertexts.

History
History is rich with the use of cryptography, with some of the oldest examples

being used by the ancient Greeks and Romans. Information was hidden by a wide
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variety of codes, one extreme example was by tattooing them on the shaved heads

of messengers and then allowing the hair to grow, and by a multitude of other

methods generally focused on mathematical algorithms. Enough historical infor-

mation exists to fill an entire volume, and indeed many books have been written

on the subject, but we will go over just a few quick highlights.

Caesar cipher

The Caesar cipher is a classic example of ancient cryptography and is said to

have been used by Julius Caesar. The Caesar cipher is based on transposition and

involves shifting each letter of the plaintext message by a certain number of let-

ters, historically three, as shown in Figure 5.1. The ciphertext can be decrypted

by applying the same number of shifts in the opposite direction. This type of

encryption is known as a substitution cipher, due to the substitution of one letter

for another in a consistent fashion.

A more recent variation of the Caesar cipher can be found in the ROT13

cipher. ROT13 uses the same mechanism as the Caesar cipher but moves each let-

ter 13 places forward. The convenience of moving 13 places lies in the fact that

applying another round of encryption with ROT13 also functions as decryption,

as two rotations will return us to the original starting place in the alphabet.

Utilities for performing ROT13 can be found in the basic set of tools that ship

with many Linux and UNIX operating systems. There are a number of simple sys-

tems that are built around simple transposition.

Cryptographic machines

Before the advent of the modern computer, machines existed that simplified the

use of encryption and made more complex encryption schemes feasible. Initially,

such devices were simple mechanical machines, but as technology progressed, we

began to see the inclusion of electronics and considerably more complex systems.

The Jefferson Disk, invented by Thomas Jefferson in 1795, is a purely

mechanical cryptographic machine. It is composed of a series of disks, each

marked with the letters a to z around its edge, as shown in Figure 5.2.

On each disk, the letters are arranged in a different order; each disk is also

marked with a unique designator to facilitate arranging them in a particular order.

The device built by Jefferson contained 36 disks, with each disk representing one

character in the message. In order to encrypt a message, we would line up the

FIGURE 5.1

Caesar cipher.
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characters in a row across the set of disks to create the message in plaintext, as

shown in row A of Figure 5.3, and then choose a different row of characters to

use as the ciphertext, as shown in row B.

The key to this form of cipher is in the order of the disks. As long as the

encrypting and decrypting devices have disks with the characters in the same

order, and the disks themselves are in the same order, all we need to do to decrypt

the message is to line up the disks in the same order as the ciphertext and then

look over the rows to find the plaintext message. This is, of course, merely a

more complex version of a substitution cipher, made possible through the use of a

mechanical aid.

A more intricate example of a cryptographic machine can be found in the

German-made Enigma machine. The Enigma was created by Arthur Scherbius in

1923 and was used to secure German communications during World War II. In

fact, there were several models of Enigma machine, and a variety of accessories

and add-ons that could be attached to them. The particular machine in Figure 5.4

is a later model, the Enigma I, which was developed in 1932.

The Enigma was based on a series of wheels, referred to as rotors, each with

26 letters and 26 electrical contacts on them, similar in general concept to the

Jefferson Disk. The device also had a keyboard, on which the plaintext message

was entered, and a set of 26 characters above the keyboard, each of which could

be lit. To add further possible variations, some models also had a patch panel,

allowing some or all the letters to be swapped by plugging cables into different

positions. On each rotor, the ring containing the letters of the alphabet could also

be rotated independently of the electrical contacts, in order to change the relation-

ship between the character selected and the character output.

FIGURE 5.2

Jefferson disk [1].
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FIGURE 5.3

Jefferson disk layout.
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More advanced
For anyone interested in getting hands-on experience with a classic item of cryp-

tographic history that the Enigma represents, there are several modern options.

For the DIY inclined, a kit is available that recreates the functionality of the

Enigma using modern electronics components.1 Additionally, a variety of

software-based Enigma simulators exist.2 Software simulators are particularly

instructive in showing a visual representation of the relationships between the

rotors and how the path through them changes with each character entered.

When a key was pressed on the keyboard, one or more of the rotors would

physically rotate, depending on its configuration, thereby changing the orientation

of the electrical contacts between the rotors. Current would flow through the

entire series of disks and then back through them again to the original disk. The

scrambled equivalent of the letter would light on the series of characters above

the keyboard and be recorded.

In order for two Enigma machines to communicate, they needed to be config-

ured identically. The rotors needed to be the same and in the same position, the

rings marked with the alphabet on each rotor needed to be in the same position,

the rotors needed to be set to the same starting position, and any plugs in the

FIGURE 5.4

German Enigma I [2].

1www.cryptomuseum.com/kits/enigma/desc.htm.
2http://enigmaco.de.
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plugboard needed to be configured in the same fashion. Between the inherent

strengths of the device and the knowledge of the required configuration needed

for decryption, the Enigma posed quite a difficult task for those attempting to

break the messages generated by it.

Additional resources
A great many books have been written on this topic, but a particularly good one

is The German Enigma Cipher Machine: Beginnings, Success, and Ultimate

Failure from Artech House (ISBN-13: 9781580539968).

Kerckhoffs’ principle

In 1883, the Journal des Sciences Militaires published an article by Auguste

Kerckhoffs titled “la cryptographie militaire.” In the article, Kerckhoffs outlined

six principles around which a cryptographic system should be based [3]:

1. The system must be substantially, if not mathematically, undecipherable.

2. The system must not require secrecy and can be stolen by the enemy without

causing trouble.

3. It must be easy to communicate and remember the keys without requiring

written notes, and it must be easy to change or modify the keys with different

participants.

4. The system ought to be compatible with telegraph communication.

5. The system must be portable, and its use must not require more than one person.

6. Finally, regarding the circumstances in which such system is applied, it must

be easy to use and must require neither the stress of mind nor the knowledge

of a long series of rules.

Although several of these principles have become outmoded with the advent

of computers to aid in cryptography, the second principle has become a tenet of

cryptographic algorithms. This idea was later restated by Claude Shannon as “the

enemy knows the system” [4]. Both versions of this concept mean that crypto-

graphic algorithms should be robust enough that, even though someone may

know every bit of the system with the exception of the key itself, he or she should

still not be able to break the encryption. This idea represents the opposite

approach to “security through obscurity” and is one of the underlying principles

for many modern cryptographic systems.

Modern cryptographic tools
Although very efficient electromechanical cryptographic systems existed, such as

the Enigma that enables a highly secure means of communication for a period of
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time, the advent of computer systems of steadily advancing strength and complex-

ity quickly rendered these systems obsolete. Such systems were not completely

compliant with Kerckhoffs’ principle and still largely depended on security

through obscurity in order to protect the data they processed.

To truly be able to use open cryptographic algorithms, new technologies were

developed that depended on very difficult mathematical problems, sometimes

referred to as one-way problems. One-way problems are generally easy to per-

form in one direction but very difficult to perform in the other direction.

Factorization of very large numbers is an example of a one-way problem. Such

problems form the basis of many modern cryptographic systems.

Symmetric versus asymmetric cryptography

When we look at the use of symmetric key cryptography versus asymmetric key

cryptography, we do not have a situation in which one is necessarily better overall

than the other for all situations. Instead, each has a set of strengths and weak-

nesses when used in a given situation. In many cases, symmetric key cryptogra-

phy is much faster than asymmetric, but symmetric cryptography brings with it

the issue of key exchange so it was difficult to determine which was best to use

when designing a secure infrastructure. We will discuss each type of algorithm

and a few specific examples of each type in this section.

Symmetric cryptography
Symmetric key cryptography, also known as private key cryptography, utilizes a

single key for both encryption of the plaintext and decryption of the ciphertext.

The key itself must be shared between the sender and the receiver, and this pro-

cess, known as key exchange, constitutes an entire subtopic of cryptography. We

will discuss key exchange at greater length later in this chapter. The symmetric in

symmetric key cryptography is a reference to the use of a single key.

One of the chief weaknesses of symmetric key cryptography lies in the use of

one key. If the key is exposed beyond the sender and the receiver, it is possible

for an attacker who has managed to intercept it to decrypt the message or, worse

to decrypt the message, alter it, then encrypt it once more and pass it on to the

receiver in place of the original message. Since such issues are present, symmetric

key cryptography by itself provides only confidentiality, and not integrity, as we

would not be aware that the message in our example had been altered.

Block versus stream ciphers
Symmetric key cryptography makes use of two types of ciphers: block ciphers

and stream ciphers. A block cipher takes a predetermined number of bits, known

as a block, in the plaintext message and encrypts that block. Blocks are com-

monly composed of 64 bits but can be larger or smaller depending on the particu-

lar algorithm being used and the various modes in which the algorithm might be

capable of operating. A stream cipher encrypts each bit in the plaintext message,
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1 bit at a time. It is also possible for a block cipher to act as a stream cipher by

setting a block size of 1 bit.

A large majority of the encryption algorithms in use at present are block

ciphers. Although block ciphers are often slower than stream ciphers, they tend to

be more efficient. Since block ciphers operate on larger blocks of the message at

a time, they do tend to be more resource intensive and are more complex to

implement in hardware or software. Block ciphers are also more sensitive to

errors in the encryption process as they are working with more data. An error in

the encryption process of a block cipher may render unusable a larger segment of

data than what we would find in a stream cipher, as the stream cipher would only

be working with 1 particular bit.

In general, several block modes can be used with an algorithm based on a

block cipher to detect and compensate for such errors. We can see such modes in

use with algorithms such as the Data Encryption Standard (DES) and Advanced

Encryption Standard (AES), and we will look at some of these modes in the next

section when we talk about the algorithms that use them.

Typically, block ciphers are better for use in situations where the size of the

message is fixed or known in advance, such as when we are encrypting a file or

have message sizes that are reported in protocol headers. Stream ciphers are often

better for use in situations where we have data of an unknown size or the data is

in a continuous stream, such as we might see moving over a network.

Symmetric key algorithms
Some of the cryptographic algorithms that are more recognizable to the general

public are symmetric key algorithms. Several of these, such as DES, 3DES, and

AES, are or have been in regular use by the US government and others as stan-

dard algorithms for protecting highly sensitive data.

DES first came into use in 1976 in the United States and has since been used

by a variety of parties globally. DES is a block cipher based on symmetric key

cryptography and uses a 56-bit key. Although DES was considered to be very

secure for some period of time, it is no longer considered to be so. In 1999, a dis-

tributed computing project was launched to break a DES key by testing every

possible key in the entire keyspace, and the project succeeded in doing so in a lit-

tle more than 22 h. This weakness brought about by the short key length was

compensated for a period of time through the use of 3DES (pronounced triple

DES), which is simply DES used to encrypt each block three times, each time

with a different key. DES can operate in several different block modes, including

Cipher Block Chaining (CBC), Electronic CodeBook (ECB), Cipher Feedback

(CFB), Output Feedback (OFB), and Counter Mode (CTR). Each mode changes

the way encryption functions and the way errors are handled.

AES is a set of symmetric block ciphers endorsed by the US government

through NIST, and now used by a variety of other organizations, and is the

replacement for DES as the standard encryption algorithm for the US federal gov-

ernment. AES uses three different ciphers: one with a 128-bit key, one with a
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192-bit key, and one with a 256-bit key, all having a block length of 128 bits. A

variety of attacks have been attempted against AES, most of them against encryp-

tion using the 128-bit key, and most of them unsuccessful, partially successful, or

questionable altogether. At the time of this writing, the US government still con-

siders AES to be secure. AES shares the same block modes that DES uses and

also includes other modes such as XEX-based Tweaked CodeBook (TCB) mode.

There are a large number of other well-known symmetric block ciphers,

including Twofish, Serpent, Blowfish, CAST5, RC6, and IDEA, as well as stream

ciphers, such as RC4, ORYX, and SEAL.

Asymmetric cryptography
Although symmetric key cryptography makes use of only one key, asymmetric

key cryptography, also known as public key cryptography, utilizes two keys: a

public key and a private key. The public key is used to encrypt data sent from the

sender to the receiver and is shared with everyone. We see public keys included

in e-mail signatures, posted on servers that exist specifically to host public keys,

posted on Web pages, and displayed in a number of other ways. Private keys are

used to decrypt data that arrives at the receiving end and are very carefully

guarded by the receiver. Complex mathematical operations are used to create the

private and public keys. These operations are, at present, difficult enough that the

means do not exist to reverse the private key from the public key. Asymmetric

key cryptography was first described by Martin Hellman and Whitfield Diffie in

their 1976 paper, “New Directions in Cryptography.”3

The main advantage of asymmetric key cryptography over symmetric key

cryptography is the loss of the need to distribute the key. As we discussed earlier

in this chapter, when we use a symmetric algorithm, we need to distribute the key

in some way. We might do this by exchanging keys in person, sending a key in

e-mail, or repeating it verbally over the phone, but we generally need to commu-

nicate the key in an out-of-band manner, meaning that we do not want to send the

key with the message, as this would leave our message easily available to an

eavesdropper. When we use asymmetric key cryptography, we have no need to

share a single key. We simply make our public key easily available, and anyone

who needs to send us an encrypted message makes use of it.

Asymmetric key algorithms
The RSA algorithm, named for its creators Ron Rivest, Adi Shamir, and Leonard

Adleman, is an asymmetric algorithm used all over the world, including in the

Secure Sockets Layer (SSL) protocol, which is used to secure many common

transactions such as Web and e-mail traffic. RSA was created in 1977 and is still

one of the most widely used algorithms in the world to this day.

Elliptic curve cryptography (ECC) is a class of cryptographic algorithms,

although it is sometimes referred to as though it were an algorithm in and of

3http://securespeech.cs.cmu.edu/reports/DiffieHellman.pdf.
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itself. ECC is named for the type of mathematical problem on which its crypto-

graphic functions are based. ECC has several advantages over other types of algo-

rithms. It has a higher cryptographic strength with shorter keys than many other

types of algorithms, meaning that we can use shorter keys with ECC while still

maintaining a very secure form of encryption. It is also a very fast and efficient

type of algorithm, allowing us to implement it on hardware with a more constrained

set of resources, such as a cell phone or portable device, more easily. We can see

ECC implemented in a variety of cryptographic algorithms, including Secure Hash

Algorithm 2 (SHA-2) and Elliptic Curve Digital Signature Algorithm (ECDSA).

Several other asymmetric algorithms exist, including ElGamal,

Diffie�Hellman, and Digital Signature Standard (DSS). We can also see a variety

of protocols and applications that are based on asymmetric cryptography, includ-

ing Pretty Good Privacy (PGP) for securing messages and files, SSL and

Transport Layer Security (TLS) for several kinds of traffic including Web and e-

mail, and some Voice over IP (VoIP) for voice conversations. Asymmetric cryp-

tography has allowed many of the modern methods of secure communication to

exist and will likely continue to be the basis of them for some time.

More advanced
PGP, created by Phil Zimmerman, was one of the first strong encryption tools to

reach the eye of the general public and the media. Created in the early 1990s, the

original release of PGP was based on a symmetric algorithm and could be put to

use in securing data such as communications and files. The original release of

PGP was given away as free software, including the source code. At the time of

its release, PGP was regulated as a munition under the US International Traffic in

Arms Regulations (ITAR) law. Zimmerman spent several years under investiga-

tion for criminal activities, as he was suspected of exporting PGP out of the coun-

try, which was then illegal and encryption systems were included under arms

trafficking regulations.

Hash functions

Hash functions represent a third cryptography type alongside symmetric and

asymmetric cryptography, what we might call keyless cryptography. Hash func-

tions, also referred to as message digests, do not use a key, but instead create a

largely unique and fixed-length hash value, commonly referred to as a hash, based

on the original message, something along the same lines as a fingerprint. Any

slight change to the message will change the hash.

Hashes cannot be used to discover the contents of the original message, or any

of its other characteristics, but can be used to determine whether the message has

changed. In this way, hashes provide confidentiality, but not integrity. Hashes can

be used on programs (to determine if someone modified an application you want
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to download), open text messages or operating system files. Hashes are very use-

ful when distributing files or sending communications, as the hash can be sent

with the message so that the receiver can verify its integrity. The receiver simply

hashes the message again using the same algorithm, then compares the two

hashes. If the hashes match, the message has not changed. If they do not match,

the message has been altered.

Although it is theoretically possible to engineer a matching hash for two dif-

ferent sets of data, called a collision, this is a very difficult task indeed, and gen-

erally requires that the hashing algorithm be broken in order to accomplish. Some

algorithms, such as Message-Digest algorithm 5 (MD5), have been attacked in

this fashion, although producing a collision is still nontrivial. When such cases

occur, the compromised algorithm usually falls out of common use. Hashing algo-

rithms such as SHA-2 and the soon-to-arrive SHA-3 have replaced MD5 in cases

where stringent hash security is required.

Many other hash algorithms exist and are used in a variety of situations, such

as MD2, MD4, and RACE.

Digital signatures

Digital signatures are a great example of where the hash function is used. Digital

signatures allow us to sign a message in order to enable detection of changes to

the message contents, to ensure that the message was legitimately sent by the

expected party, and to prevent the sender from denying that he or she sent the

message, known as nonrepudiation. To digitally sign a message, the sender would

generate a hash of the message, and then use his private key to encrypt the hash,

thus generating a digital signature. The sender would then send the digital signa-

ture along with the message, usually by appending it to the message itself.

When the message arrives at the receiving end, the receiver would use the sen-

der’s public key to decrypt the digital signature, thus restoring the original hash

of the message. The receiver can then verify the integrity of the message by hash-

ing the message again and comparing the two hashes. Although this may sound

like a considerable amount of work to verify the integrity of the message, it is

often done by a software application of some kind and the process typically is

largely invisible to the end user. A digital signature is considered legally binding

and if it is lost or stolen must be revoked.

Certificates

In addition to hashes and digital signatures, we have another construct by which

we can scale up the use of message signing, in the form of digital certificates,

commonly known as certificates. Certificates are created to link a public key to a

particular individual and are often used as a form of electronic identification for

that particular person. A certificate is typically formed by taking the public key

and identifying information, such as a name and address, and having them signed
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by a certificate authority (CA). A CA is a trusted entity that handles digital certi-

ficates. One well-known CA, at present, is VeriSign. Additionally, some large

organizations, such as the US Department of Defense (DoD), that utilize a large

number of certificates may choose to implement their own CA in order to keep

costs down.

The advantage of having a certificate is that it allows us to verify that a public

key is truly associated with a particular individual. In the case of the digital signa-

ture we discussed in the preceding section, it might be possible that someone had

falsified the keys being used to sign the message and that the keys did not actu-

ally belong to the original sender. If we have a digital certificate for the sender,

we can easily check with the CA to ensure that the public key for the sender is

legitimate.

A CA is only a small part of the infrastructure that can be put in place to han-

dle certificates on a large scale. This infrastructure is known as a public key infra-

structure (PKI). A PKI is generally composed of two main components, although

some organizations may separate some functions out into more than just these. In

a PKI, we often find the CAs that issue and verify certificates and the registration

authorities (RAs) that verify the identity of the individual associated with the

certificate.

In PKI, we also deal with the concept of certificate revocation, in the case

where a certificate reaches its expiration date, the certificate is compromised, or

another reason arises in which we need to ensure that the certificate can no longer

be used. In this case, we will likely see the certificate added to a certificate revo-

cation list (CRL). The CRL is a generally public list that holds all the revoked

certificates for a certain period of time, depending on the organization in ques-

tion. An example of the impact to trust relationships from certificates being com-

promised can be seen when DigiNotar had hundreds of SSL certificates stolen

and used by hackers to sign malware with certificates from legitimate companies.

Protecting data at rest, in motion, and in use
We can divide practical uses of cryptography into two major categories: protect-

ing data at rest and protecting data in motion. Protecting data at rest is important

because of the large amount of stored data that can be found on devices such as

backup tapes, flash drives, and hard drives in portable devices such as laptops.

Protecting data in motion is vital as well because of the enormous amount of busi-

ness that is conducted over the Internet, including financial transactions, medical

information, tax filings, and other similarly sensitive exchanges.

Protecting data at rest

Protecting data at rest is an area in which security is often lax and is a particularly

bad area in which we choose not to emphasize security. Data is generally
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considered to be at rest when it is on a storage device of some kind and is not

moving over a network, through a protocol, and so forth. Somewhat illogically,

data at rest on media can also be in motion; for example, we might ship a load of

backup tapes containing sensitive data, carry in our pocket a flash drive contain-

ing a copy of our tax forms, or leave in the back seat of our car a laptop

containing the contents of a customer database.

We can see exactly this type of incident on a disturbingly regular basis in the

media. In August 2013, the Advocate Medical Group in Park Ridge, Illinois,

announced that it had a breach of personal information due to the theft of four

computers containing unencrypted storage media. The media contained sensitive

information such as names, addresses, Social Security numbers, and dates of birth

on more than 4 million patients [5]. Had the group taken the necessary steps to

protect its data at rest by encrypting it, not only would it have not had such a

large security incident, but it may have been spared from having to publicly dis-

close that the incident had occurred, thus saving quite a bit of embarrassment [6].

Other examples is data on smart phones, tablets, and USB drives, if they are lost

or stolen and the data was not encrypted it must be assumed to be compromised.

Key management across all these system that includes things like the ability

to lookup key for backup tapes but into storage years ago, key recovery for users

who forgot it and ability to change keys when users leave the organization is

critical.

Data security
A great many solutions exist for protecting data at rest. The primary method we

use to protect this type of data is encryption, particularly when we know that the

storage media, or the media and the device in which it is contained, will be poten-

tially exposed to physical theft, such as on a backup tape or in a laptop.

An enormous number of commercial products are available that will provide

encryption for portable devices, often focused on hard drives and portable storage

devices, including products from large companies such as McAfee (presently

owned by Intel), Symantec, and PGP (presently owned by Symantec), just to

name a few. The features of such commercial products often include the ability to

encrypt entire hard disks, known as full disk encryption, and a variety of remov-

able media, as well as centralized management and other security and administra-

tive features. There are also a number of free and/or open source encryption

products on the market, such as TrueCrypt,4 BitLocker,5 which ships with some

versions of Windows, dm-crypt,6 which is specific to Linux, and many others.

4www.truecrypt.org/.
5http://windows.microsoft.com/en-us/windows7/Set-up-your-hard-disk-for-BitLocker-Drive-

Encryption.
6www.saout.de/misc/dm-crypt/.
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We also need to be aware of the location where data of a sensitive nature for

which we are responsible is being stored and need to take appropriate measures to

ensure that it is protected there.

Physical security
Physical security, which we will discuss at length in Chapter 9, is another impor-

tant step in protecting data at rest. If we make it more difficult for attackers to

physically access or steal the storage media on which our sensitive data is con-

tained, we have solved a large portion of our problem. In many cases, large busi-

nesses have databases, file servers, and workstations that contain customer

information, sales forecasts, business strategy documents, network diagrams, and

large amounts of other data they do not wish to become public or fall into the

hands of their competitors. If the physical security at the location where such data

rests is weak, an attacker might be able to simply enter the building and steal a

laptop, paper documentation, flash drive, or disk from a server and walk right out

with the system and the data on it.

Alert!
Lapses in physical security are a very common starting point for security issues.

If we do not take steps to ensure that our important assets are protected from a

physical standpoint, we may nullify the rest of our very carefully planned security

measures. Physical security should be at the core of all our security planning

discussions.

We also need to be aware of the areas we cannot physically protect and need

to limit the data that leaves our protected spaces. In an office building, we have a

fairly limited area to protect, and we can apply even more layers of physical secu-

rity to areas that might need them, such as the data center in which our servers

sit. If sensitive data leaves such areas, we are very limited in what we can do to

physically protect it, outside of using encryption.

We have an excellent example of a failure to protect data in both the physical

and data security sense in the US Department of Veterans Affairs (VA) breach

that was reported in May 2010. In this case, a laptop containing unencrypted

information, including Social Security numbers, on 616 veterans, was stolen from

the personal vehicle of a contractor working for the VA. What makes this incident

particularly unfortunate is that the VA suffered a similar breach in 2006, once

again because of an unencrypted laptop stolen from a personal vehicle. In this

case, the breach was much more severe because the set of data lost related to 28.5

million veterans and service members, ultimately costing the VA $48 million to

clean up [7]. In the words of George Santayana, “Those who cannot remember

the past are doomed to repeat it” [8].
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A new challenge that the security team is facing is movement to cloud infra-

structure. When deciding who to outsource all the originations data to physical

security of the devices that will store the data should be part of the evaluation.

Protecting data in motion

Another major concern to protecting our data comes when it is in motion over a

network of some variety. This might be over a closed WAN or LAN, over a wire-

less network, over the Internet, or in other ways. The primary method of securing

data from exposure on network media is encryption, and we may choose to apply

it in one of two main ways: by encrypting the data itself to protect it or by pro-

tecting the entire connection.

Protecting the data itself
We can take a variety of approaches to protect the data we are sending over the

network, depending on what data we are sending and the protocols over which

we are sending it.

SSL and TLS are often used to protect information sent over networks and

over the Internet, and they operate in conjunction with other protocols such as

Internet Message Access Protocol (IMAP) and Post Office Protocol (POP) for

e-mail, Hypertext Transfer Protocol (HTTP) for Web traffic, VoIP for voice

conversations, instant messaging, and hundreds of others. SSL is actually the

predecessor of TLS, and TLS is based heavily on the last version of SSL. The

terms are often used interchangeably, and they are nearly identical to each other.

Both methods are still in common use.

When SSL/TLS is used, it encrypts a connection between two systems com-

municating over a network but is generally specific to a particular application or

protocol. So, although we might be using SSL/TLS to encrypt our communica-

tions with the server that holds our e-mail, this does not necessarily mean the con-

nections made through our Web browser enjoy the same level of increased

security. Many common applications are capable of supporting SSL/TLS, but

they generally need to be configured to do so independently.

Protecting the connection
Another approach we might choose to take is to encrypt all our network traffic

with a virtual private network (VPN) connection. VPN connections use a variety

of protocols to make a secure connection between two systems. We might use a

VPN when we are connecting from a potentially insecure network, such as the

wireless connection in a hotel, to the internal resources that are secure behind our

company firewalls.

Although a variety of protocols can be used to secure a VPN connection, and

many have been developed and used over the years, two main methods are used

at present: Internet Protocol Security (IPsec) VPNs and SSL VPNs. These two

types of VPN connections can be configured to a nearly identical set of features
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and functionality, from the perspective of the user, but they require a slightly dif-

ferent set of hardware and software to set up. Typically, an IPsec VPN requires a

more complex hardware configuration on the back end and a software client to be

installed, whereas an SSL VPN often operates from a lightweight plug-in down-

loaded from a Web page and a less complex hardware configuration on the back

end. From a security footing standpoint, the two methods are relatively equivalent

in terms of encryption. It is possible that the SSL VPN client might be down-

loaded to a public computer or other random computer, due to its ease of installa-

tion, and provide an avenue for data leakage or attack because of the potentially

insecure state of the system.

Protecting data in use

The last category of protecting data involves securing it while it is being used.

Although we can use encryption to protect data while it is stored or moving

across a network, we are somewhat limited in our ability to protect data while it

is being used by those who legitimately have access to it. Authorized users can

print files, move them to other machines or storage devices, e-mail them, share

them on peer-to-peer (P2P) file-sharing networks, and generally make a mockery

of our carefully laid security measures.

In June 2013, it was discovered that classified information containing details

on the US National Security Agency (NSA) PRISM program, ostensibly designed

to collect and review terrorism-related communications flowing through, in, and

out of the United States, had been deliberately leaked to news agencies by a gov-

ernment contractor named Edward Snowden [9]. Clearly this is a case of

extremely sensitive data being lost, but we can also see many examples of compa-

nies that hold and work with data sensitive to businesses and individuals on a reg-

ular basis.

Cryptography in the real world
As we mentioned a few times in this chapter, cryptography is one of the main

tools that have allowed us to become a very network-centric society. We buy

items online, play games over the Internet, send and receive e-mail, surf the Web,

use social networking tools such as Twitter and Facebook through a variety of

interfaces and devices, and connect to wireless networks, and we do almost all of

this in a secure fashion through the use of cryptography.

A few main protocols secure much of this traffic for us. SSL/TLS encrypts

quite a bit of our network traffic including e-mail, Web browsing, VoIP, and

others. SSL/TLS can use a variety of algorithms, including AES. When we use

VPNs to encrypt entire connections, we generally see either IPsec or SSL used to

encrypt the VPN connection. IPsec can again use a variety of algorithms.
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Depending on how exactly it is configured, we might find AES, MD5, SHA-1,

3DES, or even DES in use.

To secure communications between two machines, we might see the Secure

Shell (SSH) protocol in use, typically on port 22. The utilities that allow us to use

SSH are generally installed by default on Linux- and UNIX-based systems, and

are supported on most other operating systems as well. SSH is such a widely used

tool that support for most any cryptographic algorithm can be found in one imple-

mentation or another, including 3DES, Blowfish, AES, Serpent, and IDEA, just to

name a few [10]. SSH can provide security for terminal connections, file trans-

fers, remote desktop tools, VPN connectivity, Web browsing, and most any other

application to which we might care to apply it.

Kerberos is a somewhat complex network authentication protocol, the intimate

details of which are beyond the scope of our discussion here, but it is nonetheless

worthy of mention, as it is commonly used. Kerberos provides the basis of many

single sign-on (SSO) implementations. SSO allows us to create a set of associated

applications or systems that can all be accessed through a centralized login sys-

tem. Kerberos also serves as the basis for Microsoft’s Active Directory. As with

many of the other cryptographic applications we have discussed, Kerberos can

make use of a variety of cryptographic protocols.

SUMMARY

Cryptography has existed, in one form or another, for most of recorded history.

We can see examples of such practices that stretch in complexity from very sim-

ple substitution ciphers to the fairly complex electromechanical machines that

were used just before the invention of the first modern computing systems.

Although such primitive cryptographic methods would not stand up under modern

methods of cryptographic attacks, they still form the basis for our modern

algorithms.

There are three main categories of cryptographic algorithms: symmetric key

cryptography, also known as private key cryptography; asymmetric key cryptog-

raphy, also known as public key cryptography; and hash functions that we might

refer to as keyless cryptography. In private key cryptography, the key is used for

both encryption and decryption and is shared by all parties that need to operate

on the plaintext or ciphertext. In public key cryptography, we use a public and a

private key. The sender encrypts the message with the receiver’s public key, and

the receiver decrypts the message with their private key. This resolves the prob-

lem of having to find a secure way to share a single private key between the

receiver and the sender. Hash functions do not use a key at all but are used to cre-

ate a theoretically unique fingerprint of the message so that we can tell if the mes-

sage has been altered from its original form.

Digital signatures are an extension of hash functions that allow us to not only

create a hash to ensure that the message has not been altered but also encrypt the
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hash with the public key of an asymmetric algorithm to ensure that the message

was sent by the expected party and to provide for nonrepudiation.

Certificates allow us to link a public key to a particular identity so that we can

ensure that an encrypted message really represents a communication from a par-

ticular individual. The receiver can check with the issuer of the certificate, the

CA, in order to determine whether the certificate presented is, in fact, legitimate.

Behind the CA, we may find a PKI, which supports the issuing, verification, and

revocation of certificates.

In general, cryptography provides us with a mechanism to protect data at rest,

in motion, and, to a certain extent, in use. It provides the core of many of the

basic security mechanisms that enable us to communicate and carry out transac-

tions when the data involved is of a sensitive nature and we would prefer that it

not be exposed to the general public or to attackers.

EXERCISES
1. What type of cipher is a Caesar cipher?

2. What is the difference between a block and a stream cipher?

3. ECC is classified as which type of cryptographic algorithm?

4. What is the key point of Kerckhoffs’ principle?

5. What is a substitution cipher?

6. What are the main differences between symmetric and asymmetric key

cryptography?

7. Explain how 3DES differs from DES.

8. How does public key cryptography work?

9. Decrypt this message: V qb abg srne pbzchgref. V srne gur ynpx bs gurz.

-Vfnnp Nfvzbi.

10. How is physical security important when discussing cryptographic security

of data?
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INFORMATION IN THIS CHAPTER

• Laws and regulations

• Compliance

• Privacy

INTRODUCTION

As an information security professional, it is very important to understand the

role laws and regulations play as well as how compliance might impact us, both

from a personal and a business perspective. In many cases, the requirements

within which we must operate during the course of protecting our respective orga-

nizations, helping to design new systems and applications, deciding on retention

periods for retention of data, recommending encryption or tokenization of
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sensitive data, and a huge number of other activities that are part and parcel of

being a security professional will be driven by the need to comply with one or

more of a number of rules, some having the weight of law and some which are

industry standards with business but not legal impacts.

These requirements may also govern our processes or ability to collect infor-

mation, pursue investigations, monitor networks, and any of a number of activities

that we might wish to execute as part of our appointed roles. Companies that

operate internationally may particularly feel the complexity of these issues, as the

laws regarding data, employee information, use of encryption, and similar com-

monplace activities may actually change from one part of the enterprise to the

next based on where they are located or the national laws based on the origin of

data we are storing.

Laws and regulations
Speaking specifically in the context of information security the body of applicable

laws and regulations with which we, as information security professionals, might

potentially need to concern ourselves with is massive. In the world of physical

incidents, such issues, although still potentially complex, are much more straight-

forward and more easily enforceable.

For example, let’s consider a brick and mortar storefront being vandalized.

Our attacker comes up to the front of the store, spray paints obscene messages all

over the front of the store, drops the can of paint, and then leaves. The cost of

repairing the damage is over $1000 so the police investigate the crime. The

police, having a record of the attacker’s fingerprints on the can, are able to track

him down, in the process discovering that he is a serial vandal. Furthermore, in

the course of the investigation, it is discovered that the attacker is in the country

on a foreign student visa. Given the record of offenses, his visa is revoked and he

is deported from the country.

Now let’s look at the same example from a slightly different angle. In this

case, we have an online storefront (web page) which is defaced. Investigators

which are part of the information security department at the victim company are

able to trace back though their logs and discover that the attack that compromised

their web server originated from a Chinese IP address (much like fingerprints).

Unfortunately, the defacement came from a different IP address, one belonging to

Microsoft’s Azure hosting service. Additionally, traffic from Amazon’s hosting

service, Rackspace, and a number of others are all found in the logs as well, all

originating from different countries. At this point, the company has patched the

vulnerability that they think allowed the attacker in and repaired the web site.

They have a number of potential leads that they could follow up on, but no

authority to pursue them. At this point, the incident is reported to the FBI and

generally will not be pursued as an active investigation because it doesn’t cross

over the loss threshold they follow due to the high volume of cases.

90 CHAPTER 6 Laws and Regulations



Such issues are all too common in the information security industry. Law

today follows geographic boundaries that the Internet ignores making enforcement

complex at best and impossible in some cases because the countries involved

have few if any laws governing Internet use.

US laws applicable to computing

When we speak of laws that apply specifically to computing, a certain amount of

gray area comes into play. There are a few laws, such as the Computer Fraud and

Abuse Act or the USA PATRIOT Act, that are often applied specifically to com-

puting and computer-related issues. There are also a host more that apply, often

relating to the data being handled, communications media, and other such factors.

If we take a high level look at just the US laws, regulations, and standards that

could conceivably be applied to the information security industry, we might start

with the list in Table 6.1.

Keep in mind that this is by no means an exhaustive list, but it is certainly a

daunting set of various items of a legislative or regulatory nature that we might

find ourselves involved with. In many cases, an organization operating in any

given industry will find itself bound by a good number of the laws on this list.

Needless to say, the opportunity to violate one or more of these laws out of igno-

rance looms very large. For this very reason, we will often find information secu-

rity, privacy, HR, and legal departments working in close proximity to each other.

Laws that might pertain to computing are in a constant state of flux. Sources of some such

information can be found maintained at the National Conference of State Legislatures [1],

HG.org [2], as well as a number of other places. As a security professional, it may pay to

keep up on such issues over time.

Laws outside of the United States

While we have previously discussed laws as relate to computing and data in the

United States, it is important to note that the laws governing these areas are, in

some cases, vastly different outside of its borders. As large as the list of US laws

in Table 6.1 was, for those of us operating internationally, we need to find the

analog of it for every country in which we plan to conduct business. Additionally,

there are a number of treaties, the specifics depending on the countries involved,

that cover how such matters are handled between different countries, even when

only data has crossed an actual border.

Particularly in the security industry, this is an area that needs to be handled

with great care. Where we might be able to gather log data containing a list of

machine names and associated user names, cross-referenced by the owner’s

employee number and e-mail address in one country, this might be very problem-

atic, perhaps even illegal in another country. Particularly in areas where we might

91Laws and regulations



Table 6.1 A Selection of US Laws, Regulations, and Standards Pertinent to

Information Security

Bank Secrecy Act BSA Money Laundering

Communications Assistance for Law

Enforcement Act of 1994

CALEA Telecommunications

assistance for law

enforcement

Controlling the Assault of Non-Solicited

Pornography and Marketing

CAN

SPAM

Rules for spam

Computer Fraud and Abuse Act of 1986 CFAA Computer fraud and

abuse

Children’s Internet Protection Act of 2001 CIPA Protecting children from

harmful content

Children’s Online Privacy Protection Act of

1998

COPPA Private data of children

Driver’s Privacy Protection Act of 1994 DPPA DMV records

Electronic Freedom of Information Act of 1996 E FOIA Government documents

Equal Credit Opportunity Act ECOA Credit information

Electronic Communications Privacy Act of

1986

ECPA Electronic

communications

(wiretaps)

Electronic Funds Transfer Act EFTA Transfer of funds

Fair and Accurate Credit Transactions Act FACTA Electronic banking

Consumer Credit Reporting Reform Act of

1996

CCRRA Credit records

Fair Credit Reporting Act of 1999 FCRA Credit records

Fair Debt Collection Practices Act FDCPA Debt collection

Federal Energy Regulatory Commission FERC Energy regulation

Family Education Rights and Privacy Act of

1974

FERPA Educational records

Financial Industry Regulatory Authority FINRA Securities

Federal Information Security Management Act FISMA Government information

security

Federal Trade Commission Act FTCA Unfair trade practices

Gramm�Leach�Bliley Financial Services

Modernization Act of 1999

GLBA Consumer financial

information

Health Insurance Portability Act HIPAA Patient information

Health Information Technology for Economic

and Clinical Health Act

HITECH Health information

technology

International Traffic in Arms Regulation ITAR Import and export of

defense items

North American Electric Reliability Corporation NERC Reliability of electric

utilities

Office of Foreign Assets Control OFAC Economic and trade

sanctions

(Continued )
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find ourselves operating internationally, it pays to find out where we might

encounter such issues well in advance of actually running up against them.

A common issue that demonstrates these issues is the European Union’s (EU)

Data Protection Directive (Directive 95/46/EC) which covers the requirements to

protect individual’s personally identifiable information (PII). These are much

more stringent than current US requirements but if an US company is storing data

on EU citizens in the United States, they must still comply with EU laws.

Another item that makes international computer law particularly interesting to

pursue is the lack of a consistent set of laws regarding extradition. For example,

in 2001 and 2002, a hacker from Scotland named Gary McKinnon broke into a

number of US government systems in an effort to discover information on gov-

ernmental cover-ups of UFO activity. He compromised systems belonging to the

Table 6.1 (Continued)

Bank Secrecy Act BSA Money Laundering

Payment Application Data Security Standards PA DSS Payment cards

Payment Card Industry Standard PCI DSS Payment cards

Privacy Protection Act of 1980 PPA Privacy of journalists

Right to Financial Privacy Act of 1978 RFPA Privacy of financial

institutions

California Senate Bill 1386 SB 1386 Breach notifications

Sarbanes�Oxley Act SOC Accuracy of corporate

financial information

Telephone Consumer Protection Act of 1991 TCPA Telephone solicitation

Uniting and Strengthening America by

Providing Appropriate Tools Required to

Intercept and Obstruct Terrorism Act of 2001

USA

PATRIOT

ACT

Anti terrorism

Computer Matching and Privacy Protection Act Automated matching of

Privacy Act records

Federal Identity Theft and Assumption

Deterrence Act

Identity theft

Do not Call Registry Telemarketing

Financial Integrity Act FMFIA Government accounting

and administrative

controls

Help America Vote Act of 2002 HAVA Requirements for US

voting systems

Homeland Security Act of 2002 Department of

Homeland Security Data

NASD Rule 3110 Securities customer

information

SEC Rule 17a-4 Data for Securities

transactions

Title 21 Code of Federal Regulations Part 11 Electronic Signatures
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Department of Defense, NASA, and several others in the process of his search for

information. Ultimately, he was caught in the United Kingdom and arrested for

computer crime. The United States has spent the next 12 years (still ongoing as

this is being written) attempting to extradite him to stand trial. The British gov-

ernment has denied such requests, based on the large differences between how

prisoners are handled in the United States and McKinnon’s fragile state of health

[3]. Particularly in cases involving computer crime, extradition issues are not

unusual.

Compliance
In recent years, compliance issues have greatly changed the way that the informa-

tion security industry, and the businesses which it supports, have begun to oper-

ate. If we look back a decade, the majority of information security efforts were

centered on a few policies and a general mandate to keep attackers out. Yes, regu-

lations did exist at that time to help protect data and consumers, but such efforts

were considerably less defined than they are now and not as strictly enforced.

In the present state of the security industry, we have a number of issues that

force us more in the direction of compliance. There are an ongoing number of

large breaches, such as the Target breach in December 2013, which draw addi-

tional scrutiny to compliance issues (Payment Card Industry (PCI) in this case).

There are also regular updates to the regulations with which we must comply and

new regulations being enacted. This creates a moving target for companies that

need to be concerned with compliance.

In December 2013, the large retail chain Target announced a breach of its systems

involving 40,000,000 records of payment card data, including track 2 data (the data

captured from the magnetic stripe on the card itself). Ultimately it was discovered that

attackers had compromised the configuration management system in place at Target and

used it to push malware to Point of Sale (POS) systems across all of Target’s stores. This

was unique in that most of the past compromises of payment card data was from that

database and not at the cash register. The malware scraped the payment card data from

RAM on the POSs and then sent the collected data to another internal system (thus

bypassing network segmentation of the POSs) that the attackers had compromised. From

this intermediary system, the data was collected and sent via FTP to a server in Russia,

11 Gb of data in all. In addition to this, another Target system was compromised and

70,000,000 records containing PII were exfiltrated. The malware that was used was a kit

called “blackPOS” that was used in multiple retail store compromises. The scope and

details of the PII portion of the breach are still unknown as this is being written.

Regulatory compliance

Regulatory compliance is a matter that is very specific to the industry in which a

given company or organization is operating and how it is structured, although it is
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often more far-reaching than we might imagine. If we look at a bank for instance,

we might assume that they need to be compliant with banking-related regulations

and stop there. We might think items such as GLBA, FCRA, and audits from the

Federal Deposit Insurance Corporation (FDIC) would be the limit of their con-

cern. We would also add PCI DSS (Data Security Standard), as they likely issue

cards with a Visa or MasterCard logo, HIPPA, as they have employee health

insurance data, PII in the form of employee data, and any of a number of other

areas.

In many cases, regulatory compliance comes packaged with cyclical audits

and assessments to ensure that everything is being carried out according to speci-

fication. Preparing for such inspections can actually be a valuable part of a com-

pliance program as participating in these sorts of efforts serves as both an

education to participants and an opportunity to find and fix issues.

Industry compliance

In some small number of cases, we will face compliance with regulations which

are not mandated by law, but which can nonetheless have severe impacts upon

our ability to conduct business. The primary example of this which is in common

use is compliance with the PCI DSS, often simply referred to as PCI compliance.

In this particular case, a body composed of credit card issuers (Visa, American

Express, and MasterCard, among others) has set up a body of security standards

as a condition of processing credit card transactions using cards issued by their

various members.

Although this body cannot legally enforce compliance with their standards,

their mandate certainly does have teeth. Merchants processing credit card transac-

tions based on cards from PCI members, based on the number of transactions pro-

cessed, must submit to yearly assessments of their security practices. For very

low numbers of transactions, this is a very simple self-assessment process consist-

ing of a short questionnaire. As the number of transactions grows, the require-

ments become progressively more stiff, culminating in visits by specially certified

external assessors, mandated penetration tests, requirements for internal and exter-

nal vulnerability scanning, and a great deal more. For those found to not be in

compliance, penalties range from hefty fines to removal of the ability to process

credit card transactions. We might suppose that, for a business that depended

heavily on credit card transactions, such as a retail store, losing the ability to pro-

cess credit cards would be a business-ending proposition.

Privacy
In many cases, dealing with what might be considered privacy-related informa-

tion, often referred to as PII, is a daily part of conducting business. If we look at

a large retailer, such as Amazon, any given customer may have given them their
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name, address, social security number (in the case of buying a phone and plan

through them), phone number, e-mail address, mobile device information, IP

address, MAC address, and any number of other similar points of data. In the

case of financial institutions or schools, this will extend into date of birth, infor-

mation on dependants, credit history, previous residences, sample of a signature,

and so on.

While this information may not seem to be of great significance to some con-

sumers, the unauthorized exposure of it can be very harmful. The resultant fraud

and identity theft can result in all manner of issues for the breaching company,

including lawsuits, reputational damage, fines from regulators, and a number of

other expenses. For a large breach, the cost of mitigation can be high.

Privacy can be an item of large concern in both the business and personal

worlds and can be a highly varied and relative concept from one person or busi-

ness to another as well as between differing geographic locations. When we have

a concept so tenuous that two people can only agree on it at the highest of levels

and that what might be acceptable in one location may not be OK in another loca-

tion a few steps away, we have serious potential to create or experience issues.

The concept of privacy

What exactly do we mean when we say privacy? The answer to this question will

vary heavily depending on who answers it. The dictionary definition of privacy is

“the state or condition of being free from being observed or disturbed by other

people” [4]. While this may be a fine definition and does indeed cover the basics,

it is somewhat lacking in the more subtle areas of what privacy means to us.

Many of the issues surrounding privacy relate to a general lack of definition

and the highly situational nature of the issue. For example, if we take a picture of

children playing in a park, is this an issue? If they are our children then no, but if

they are someone else’s kids then it could be an issue. If our children are playing

with their children, this may make it more acceptable. Such issues are difficult to

sort out when given a very simple set of parameters and only become more diffi-

cult with added complexity. There are federal, state, local, and tribal laws that

govern what can be recorded. These are important to understand when we have a

camera as part of our security infrastructure. We also need to remember that our

video records can become part of an investigation or be subpoenaed by others.

Privacy rights

The concept of an individual’s right to privacy is something that has been dis-

cussed for many years and, like any other privacy topic, is a bit of a gray area. In

some countries, such as Spain, the Czech Republic, Iceland, Norway, and

Slovenia, issues of privacy are considerably cleaner and clearly defined by law.

On the other end of the scale, we see countries such as Bahrain, Iran, Nigeria,

Syria, and Malaysia [5].
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In the United States, one of the major privacy laws which appeared on the list

earlier in this chapter is the Federal Privacy Act of 1974. This act “safeguards

privacy through creating four procedural and substantive rights in personal data.

First, it requires government agencies to show an individual any records kept on

him or her. Second, it requires agencies to follow certain principles, called ‘fair

information practices,’ when gathering and handling personal data. Third, it

places restrictions on how agencies can share an individual’s data with other

people and agencies. Fourth and finally, it lets individuals sue the government for

violating its provisions” [6].

In addition to the federal laws that might apply to privacy, the United States

has seen a number of state laws appear in the last decade. State laws in this have

often been implemented in order to shore up perceived weaknesses in federal

laws. For example, California’s Senate Bill 1386 (SB 1386) specifically calls out

the requirements for handling unauthorized exposure of data relating to residents

of that particular state.

SB 1386 stipulates “requires an agency, person, or business that conducts

business in California and owns or licenses computerized ‘personal information’

to disclose any breach of security (to any resident whose unencrypted data is

believed to have been disclosed)” [7]. In addition to California, a number of states

have similar laws regarding how the data of residents is handled. In each state,

the laws, although primarily similar, differ in implementation. This means that

large businesses that have customers in all states, Amazon being a good example,

then need to ensure compliance with each set of state laws.

In the case of a security incident, such as a breach impacting a geographically

dispersed set of customers, notification to impacted customers would need to be

conducted in accordance with the applicable law in each state. Some notifications

might need to be sent sooner than others, some might be mandated to include spe-

cific remediation steps, and some might require officials in the state to be notified

as well, and so on. We can quickly see where, given privacy laws at the state,

federal, and international levels, a global company may very easily fall out of

compliance with the law in one or more locations.

2013, the year of global surveillance issues
The year 2013, if remembered for nothing else in history, is sure to be remem-

bered for the massive exposure of state-sponsored surveillance of individual citi-

zens in the name of waging the international fight against terrorism. The

launching event for this series of linked issues was the theft and subsequent expo-

sure of classified materials from the US National Security Agency (NSA) by a

contract employee named Edward Snowden. Among the many items exposed in

these documents (with more continuing to be released as this is written) were the

various programs that existed to surveil the electronic communications of US citi-

zens, including e-mail, social media, compromise of firmware and hardware in

electronics devices, compromise of entire Internet Service Providers (ISPs), and

seemingly numberless other such examples [8]. In the wake of the first such
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exposures, similar programs were uncovered in other countries, including France,

Germany, New Zealand, Canada, and a number of others [9].

The ultimate question to be asked here is how do organizations manage their

internal security to prevent unauthorized disclosure of information. WikiLeaks

has posted information about banks, classified information, politicians, and others.

This information has come from groups that broke in like “anonymous” and insi-

ders that provided it to them. As a security professional, we must both prevent

information from unauthorized release and be able to catalog and categorize what

information was taken if there is a leak.

Privacy and business

Privacy can be a very touchy concept when conducting a business, particularly

regarding the handling of sensitive data. As we discussed earlier in this chapter

when covering laws regarding the handling and protection of data, the concept of

sensitive data can be a bit tenuous, at best. If we are working an industry that

involves selling goods or services, we may handle your name, address, social

security number, payment card data, date of birth, e-mail address, phone numbers,

IP addresses, MAC addresses, operating system and application information,

mobile device information, biometric data, and numerous other items. The major-

ity of the information that we just listed (if not all, depending on location) could

be considered sensitive data and needs to be handled appropriately. Even in the

case where the individual data item is not regulated, exposing it may result in rep-

utational or brand damage and may negatively impact the organization, thus need-

ing to be handled carefully. On the other hand, if we are a social media company

we may not tread any of the information as sensitive but rather have the users

sign an agreement that everything they share is open to free use.

The sensitivity of an individual business to privacy issues will often vary from

one organization to the next. Some organizations will border on being careless

and have little to no resources devoted to ensuring that privacy issues are handled

with care. Others will take the opposite extreme stance and will carry privacy pro-

tection to the extent that it is allowed to take priority over conducting business.

Where is the proper place to be in the spectrum, we might ask? As with many

issues, likely somewhere in the middle. Although it is important to ensure privacy

issues are handled with care, it is also important to ensure that the business can

carry out its primary purpose.

SUMMARY

In this chapter we have discussed a number of issues that pertain to laws, regula-

tions, compliance, and privacy. We discussed how a great number of laws and

regulations exist that may be pertinent to computing, as well as how such things

can vary heavily from one country to the next. We talked about issues regarding
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regulatory compliance and industry compliance, and how these might affect busi-

nesses and organizations operating in a wide variety of industries. Lastly, we dis-

cussed the issue of privacy overall, including privacy rights and how privacy

issues may come into play when conducting business.

Questions
1. Select a law from the list of US laws applicable to computing in this chapter

and summarize its main intent and potential impacts.

2. How can a compliance audit be a positive occurrence?

3. Research a country with strong privacy laws and contrast these with the laws

in the United States in implementing a business offering.

4. Who is Edward Snowden and what did he disclose? Do you think what he

did was right? Is what he did legal?

5. What issues might make conducting an international information security

program complex? Give three examples.

6. What are some factors that make privacy issues difficult to handle?

7. Why are industry self-imposed regulations, such as PCI DSS important?

8. Why are laws such as SB 1386 significant when considering privacy?

Should there be a federal law covering privacy?

9. Why might extradition be a delicate issue when prosecuting computer

crimes?

10. Research and find three breach notification letters issued from actual

breaches. How do they differ?
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• Haas’ Laws of operations security

• Operations security in our personal lives

INTRODUCTION

Operations security, known in military and government circles as OPSEC, is, at a

high level, a process that we use to protect our information. Although we have

discussed certain elements of operations security previously, such as the use of

encryption to protect data, such measures are only a small portion of the entire

operations security process.

Alert!
Although the formal methodology of operations security is generally considered

to be a governmental or military concept, the ideas that it represents are useful

not only in this setting but also in the conduct of business and in our personal

lives. Throughout the chapter, when we discuss the specific government use of

operations security, we will refer to it as OPSEC, and outside of that specific use

as operations security, in order to differentiate between the general concept and

the specific methodology. The practices include what kind of information we dis-

close in social media, what tell our friends and family, and how we handle data.

The entire process involves not only putting countermeasures in place, but

before doing so, carefully identifying what exactly we need to protect, and what

we need to protect it against. If we jump directly to putting protective measures

in place, we have put the cart before the horse and might not be directing our

efforts toward the information assets that are actually the most critical items to

protect. It is important to remember when putting security measures in place that

we should be implementing security measures that are relative to the value of

what we are protecting. If we evenly apply the same level of security to every-

thing, we may be overprotecting some things that are not of high value and under-

protecting things of much greater value.

Origins of operations security
Operations security (OPSEC) may be a fairly recent term but the concepts com-

prising it are truly ancient indeed. We can see such ideas put forth in the works

of Sun Tzu thousands of years ago, and in the words of the founders of the

United States, such as George Washington and Benjamin Franklin. While we can

point to nearly any period in history, and nearly any military or large commercial

organization, and find the principles of operations security present, a few specific
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occasions present themselves as being particularly influential in the development

and use of operations security. While this book is about security and not warfare,

it is worth looking at these principles as we are in a constant battle with the threat

to protect our data.

Sun Tzu

Sun Tzu was a Chinese military general who lived in the sixth century BC.

Among those of a military or strategic bent, Sun Tzu’s work The Art of War is

considered one of the foundational doctrinal texts for conducting such operations.

The Art of War has spawned countless clones and texts that apply the principles it

espouses to a variety of situations, including, but not limited to, information secu-

rity. The text provides some of the earliest examples of operations security princi-

ples that are plainly stated and clearly documented.

We can point out numerous passages within The Art of War as being related

to operations security principles. We will look at just a couple of them for the

sake of brevity.

The first passage is “If I am able to determine the enemy’s dispositions while

at the same time I conceal my own, then I can concentrate and he must divide”

[1]. This is a simple admonition to discover information held by our opponents

while protecting our own. This is one of the most basic tenets of operations

security.

Additional resources
The Art of War is a great resource for those who are involved in information secu-

rity and is definitely a recommended read. A paper copy can be found at most

any good bookstore, and an online version is available for free on the Project

Gutenberg Web site, www.gutenberg.org/ebooks/132.

The second passage is “(when) making tactical dispositions, the highest pitch

you can attain is to conceal them; conceal your dispositions, and you will be safe

from prying of the subtlest spies, from the machinations of the wisest brains” [1].

Here, Sun Tzu is saying we should conduct our strategic planning in an area that

is very difficult for our opponents to observe, specifically the highest point we

can find. Again, this is a recommendation to very carefully protect our activities

so that they do not leak to those that might oppose our efforts. For having been

penned such a long time ago, the writings of Sun Tzu, as they relate to operations

security, are still applicable to this day.

George Washington

George Washington, the first president of the United States, was well known for

being an astute and skilled military commander and is also well known for
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promoting good operational security practices. He is known in the operations

security community for having said, “Even minutiae should have a place in our

collection, for things of a seemingly trifling nature, when enjoined with others of

a more serious cast, may lead to valuable conclusion” [2], meaning that even

small items of information, which are valueless individually, can be of great value

in combination. We can see an example of exactly this in the three main items of

information that constitute an identity: a name, an address, and a Social Security

number. Individually, these items are completely useless. We could take any one

of them in isolation and put it up on a billboard for the world to see, and not be

any worse for having done so. In combination, these three items are sufficient for

an attacker to steal our identity and use it for all manners of fraudulent activities.

This is the foundation of OPSEC as the focus in on unclassified data that when

correlated becomes data that should be classified. For example, IP addresses are

not classified and the fact that the Missile Defense Command has an Operations

Center is not classified, however, the specific IP address used by the Operations

Center is classified.

Washington is also quoted as having said, “For upon Secrecy, Success

depends in most enterprises of the kind, and for want of it, they are generally

defeated” [3]. In this case, he was referring to an intelligence gathering program

and the particular need to keep its activities secret. He is often considered to have

been very well informed on intelligence issues and is credited with maintaining a

fairly extensive organization to execute such activities, long before any such for-

mal capabilities existed in the United States. We call this business intelligence

today and many of the same actives go on. At the national level, we have organi-

zations like NSA/CIA going against China’s Advance Persistent Threat (APT)

today.

Vietnam War

During the Vietnam War, the United States came to realize that information

regarding troop movements, operations, and other military activities was being

leaked to the enemy. Clearly, in most environments, military or otherwise, having

our opponents gain foreknowledge of our activities is a dangerous thing, particu-

larly so when lives may be at stake. In an effort to curtail this unauthorized pass-

ing of information, a study, codenamed Purple Dragon, a symbol of OPSEC that

persists to this day, as shown in Figure 7.1, was conducted to crack down the

cause.

Ultimately, the study brought about two main ideas: first, in that particular

environment, eavesdroppers and spies abounded; and second, a survey was

needed to get to the bottom of the information loss. The survey asked questions

about the information itself, vulnerability analysis, and other items. The team con-

ducting these surveys and analyses also coined the term operations security and

the acronym OPSEC. Additionally, they saw the need for an operations security

group to serve as a body that would espouse the principles of operations security
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FIGURE 7.1

OPSEC purple dragon poster.
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to the different organizations within the government and work with them to get

them established, but this was not to happen until much later. Today for units

deployed to operational theaters, both the units and their families receive OPSEC

training and assessments.

Business

In the late 1970s and early 1980s, some of the OPSEC concepts that were used in

the world of the military and government were beginning to take root in the com-

mercial world. The ideas of industrial espionage and spying on our business com-

petition in order to gain a competitive advantage have been around since the

beginning of time, but as such concepts were becoming more structured in the

military world, and they were becoming more structured in the business world as

well. In 1980, Michael Porter, a professor at Harvard Business School, published

a book titled Competitive Strategy: Techniques for Analyzing Industries and

Competitors. This text, now nearing its 60 printing, set the basis for what is

referred to as competitive intelligence.

Competitive intelligence is generally defined as the process of intelligence

gathering and analysis in order to support business decisions. The counterpart of

competitive intelligence, competitive counterintelligence, correlates in a fairly

direct manner to the operations security principles that were laid out by the gov-

ernment only a few years previously and is an active part of conducting business

to this day. We can see these principles at work in many large corporations as

well as in groups such as the Strategic and Competitive Intelligence Professionals

(SCIP)1 professional organization and the Ecole de Guerre Economique, or

Economic Warfare School, located in Paris. A quick Google will also show a

number of companies and tools that offer “business intelligence” or “competitive

intelligence.” It is worth noting that a company that hires someone or has a zeal-

ous employee gather intelligence maybe held responsible for the methods they

use (i.e., hacking into competition and stealing the information).

Interagency OPSEC support staff

After the end of the Vietnam War, the group that conducted Purple Dragon and

developed the government OPSEC principles tried to get support for an inter-

agency group that would work with the various government agencies on opera-

tions security. Unfortunately, they had little success in interesting the various

military institutions and were unable to gain official support from the US

National Security Agency (NSA). Fortunately, through the efforts of the US

Department of Energy (DOE) and the US General Services Administration

1www.scip.org/.
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(GSA), they were able to gain sufficient backing to move forward. At this point,

a document was drafted to put in front of then-first-term-President Ronald

Reagan.

These efforts were delayed due to Reagan’s reelection campaign, but shortly

afterward, in 1988, the Interagency OPSEC Support Staff (IOSS) was signed into

being with the National Decision Security Directive 298 [4]. The IOSS is respon-

sible for a wide variety of OPSEC awareness and training efforts, such as the

poster shown in Figure 7.2.

The operations security process
The operations security process, as laid out by the US government, will look very

familiar to anyone who has worked with risk management. In essence, the process

is to identify what information we have that needs protection, analyze the threats

and vulnerabilities that might impact it, and develop methods of mitigation for

those threats and vulnerabilities, as shown in Figure 7.3.

Although the process is relatively simple, it is very effective and time tested.

Identification of critical information

The initial step, and, arguably, the most important step in the operations security

process, is to identify our most critical information assets. Although we could

spend a great deal of time identifying every little item of information that might

even remotely be of importance, this is not the goal in this step of the operations

security process. For any given business, individual, military operation, process,

or project, there are bound to be at least a few critical items of information on

which everything else depends. For a soft drink company it might be our secret

recipe, for an application vendor it might be our source code, for a military opera-

tion it might be our attack timetable, and so on. These are the assets that most

need protection and will cause us the most harm if exposed, and these are the

assets we should be identifying.

Analysis of threats

As we discussed in Chapter 1, when we covered threats, vulnerabilities, and risks,

a threat is something that has the potential to cause us harm. In the case of ana-

lyzing threats to our information assets, we would start with the critical informa-

tion we identified in the previous step. With the list of critical information, we

can then begin to look at what harm or financial impact might be caused by criti-

cal information being exposed, and who might exploit the exposure. This is the

same process used by many military and government organizations to classify

information and determine who is allowed to see it.
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FIGURE 7.2

OPSEC awareness poster.
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For instance, if we are a software company that has identified the proprietary

source code of one of our main products as an item of critical information, we

might determine that the chief threats of such an exposure could be exposure to

attackers and to our competition. If the source code were exposed to attackers,

they might be able to determine the scheme we use to generate license keys for

our products in order to prevent piracy and use access to the source code to

develop a utility that could generate legitimate keys, thus costing us revenue to

software piracy. In the case of our competition, they might use access to our

source code to copy features for use in their own applications, or they might copy

large portions of our application and sell it themselves.

This step in the process needs to be repeated for each item of information we

have identified as being critical, for each party that might take advantage of it if

it were exposed, and for each use they might make of the information. Logically,

the more information assets we identify as being critical, the more involved this

step becomes. In some circumstances, we may find that only a limited number of

parties are capable of making use of the information, and then only in a limited

number of ways, and in some cases we may find the exact opposite. This type of

analysis is highly situational.

FIGURE 7.3

Operations security process.
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Analysis of vulnerabilities

As with our discussion on threats, we also talked about vulnerabilities in

Chapter 1. Vulnerabilities are weaknesses that can be used to harm us. In the case

of analyzing the vulnerabilities in the protections we have put in place for our

information assets, we will be looking at how the processes that interact with

these assets are normally conducted, and where we might attack in order to com-

promise them. When we looked at threats, we used the source code of a software

company as an example of an item of critical information that might cause us

harm if it were to find its way into the hands of our competition.

When we look at vulnerabilities, we might find that our security controls on

the source code with which we are concerned are not very rigorous, and that it is

possible to access, copy, delete, or alter it without any authorization beyond that

needed to access the operating system or network shares. This might make it pos-

sible for an attacker who has compromised the system to copy, tamper with, or

entirely delete the source code, or might render the files vulnerable to accidental

alteration while the system is undergoing maintenance. We might also find there

are no policies in place that regulate how the source code is handled, in the sense

of where it should be stored, whether copies of it should exist on other systems or

on backup media, and how it should be protected in general. In the worst-case

scenario, we could find out there was a compromise but not have the infrastruc-

ture or skills to determine what the real damage was. These issues, in combina-

tion, might present multiple vulnerabilities that could have the potential to lead to

serious breaches of our security.

Assessment of risks

Assessment of risks is where the proverbial rubber meets the road, in terms of

deciding what issues we really need to be concerned about during the operations

security process. As we discussed in Chapter 1, risk occurs when we have a

matching threat and vulnerability, and only then. To go back to our software

source code example, we had determined that we had seen a threat in the potential

for our application source code being exposed in an unauthorized manner.

Furthermore, we found that we had a threat in the poor controls on access and

configuration/version management to our source code, and a lack of policy in

how exactly it was controlled. These two matching issues could potentially lead

to the exposure of our critical information to our competitors or attackers.

It is important to note again that we need a matching threat and vulnerability

to constitute a risk. If the confidentiality of our source code was not an issue—for

instance, if we were creating an open source project and the source code was

freely available to the public—we would not have a risk in this particular case.

Likewise, if our source code were subject to very stringent security requirements

that would make it a near impossibility for it to be released in an unauthorized

manner, we would also have minimal risk but usually at high security costs.

Speed, quality of security, and cost must always be balanced.
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Application of countermeasures

Once we have discovered what risks to our critical information might be present,

we would then put measures in place to mitigate them. Such measures are

referred to in operations security as countermeasures. As we discussed, in order

to constitute a risk, we need a matching set of threats and vulnerabilities. When

we construct a countermeasure for a particular risk, in order to do the bare mini-

mum, we need only to mitigate either the threat or the vulnerability. In the case

of our source code example, the threat was that our source code might be exposed

to our competitors or attackers, and the vulnerability was the poor set of security

controls we had in place to protect it. In this instance, there is not much that we

can do to protect ourselves from the threat itself without changing the nature of

our application entirely, so there is really not a good step for us to take to miti-

gate the threat. We can, however, put measures in place to mitigate the

vulnerability.

In the case of our source code example, we had a vulnerability to match the

threat because of the poor controls on the handling of the code itself. If we insti-

tute stronger measures on controlling access to the code and also put policy in

place to lay out a set of rules for how it is to be handled, we will largely remove

this vulnerability. Once we have broken the threat/vulnerability pair, we will

likely no longer be left with much in the way of a serious risk.

It is important to note that this is an iterative process; once we reach the end

of the risk evaluation cycle, we will, in all likelihood, need to go through the

cycle more than once in order to fully mitigate any issues. We may also need to

conduct the evaluations at a granular level on different aspects of the program.

Each time we go through the cycle, we will do so based on the knowledge and

experience we gained from our previous mitigation efforts, and we will be able to

tune our solution for an even greater level of security. In addition, when our envi-

ronment changes and new factors arise, we will need to revisit this process.

For those familiar with the risk management process, we might notice a miss-

ing step from the operations security side when comparing the two processes,

namely, an evaluation of the effectiveness of our countermeasures. It is the

author’s belief that this is implied in the operations security process. However,

the process is certainly not set in stone and there is absolutely no reason not to

formally include this step if it is desired. In fact, we may see great benefit from

doing so.

Haas’ Laws of operations security
As a somewhat different, and briefer, viewpoint on the operations security pro-

cess, we can look at the Laws of OPSEC, developed by Kurt Haas while he was

employed at the Nevada Operations Office of the DOE. These laws represent a

distillation of the operations security process we discussed earlier and, while we
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might not necessarily call them the most important parts of the process, they do

serve to highlight some of the main concepts of the overall procedure.

First law

The first law of operations security is “If you don’t know the threat, how do you

know what to protect?” [5]. This law refers to the need to develop an awareness

of both the actual and potential threats that our critical data might face. This law

maps directly to the second step in the operations security process.

Ultimately, as we discussed earlier, we may face many threats against our crit-

ical information. Each item of information may have a unique set of threats and

may have multiple threats, each from a different source. Particularly as we see

the surge of services that are cloud-based, it is also important to understand that

threats may be location dependent. We may have enumerated all the threats that

face our critical data for a particular location, but if we have our data replicated

across multiple storage areas in multiple countries due to a cloud-based storage

mechanism, threats may differ from one storage location to another. Different par-

ties may have better or easier potential access in one particular area, or the laws

may differ significantly from one location to another and pose entirely new

threats.

More advanced
Cloud computing refers to services that are hosted, often over the Internet, for the

purposes of delivering easily scaled computing services or resources. Cloud-based

services often use a hardware and network infrastructure that is spread over many

devices in a widely distributed fashion, often spanning geographic borders. We

can see examples of cloud-based offerings from many companies at present,

including Google, Microsoft, IBM, and Amazon, just to name a few. The security

of cloud services and the data they contain is very much a hot topic in the infor-

mation security world at present and will likely continue to be for some period of

time. Depending on the data and services we are considering hosting in an envi-

ronment that is largely out of our direct control, the risk may be considerable.

Not only is it important to understand the threats and sources of threats them-

selves, but it is also important to understand the repercussions of exposure in a

specific situation so that we can plan our countermeasures for that particular

occurrence very specifically.

Second law

“If you don’t know what to protect, how do you know you are protecting it?” [5].

This law of operations security discusses the need to evaluate our information
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assets and determine what exactly we might consider to be our critical informa-

tion. This second law equates to the first step in the operations security process.

In the vast majority of government environments, identification and classifica-

tion of information is mandated. Each item of information, perhaps a document or

file, is assigned a label that attests to the sensitivity of its contents, such as classi-

fied, top secret, and so forth. Such labeling makes the task of identifying our criti-

cal information considerably easier, but is, unfortunately, not as frequently used

outside of government. In the business world, we may see the policy that dictates

the use of such information classification, but, in the experience of the author,

such labeling is usually implemented sporadically, at best. A few civilian indus-

tries, such as those that deal with data that has federally mandated requirements

for protection (financial data, medical data), do utilize information classification,

but these are the exception rather than the rule.

Third law

The third and last law of operations security is “If you are not protecting it (the

information), . . . THE DRAGON WINS!” [5]. This law is an overall reference to

the necessity of the operations security process. If we do not take steps to protect

our information from the dragon (our adversaries or competitors), they win by

default.

The case of the “dragon” winning—from the constant appearance of security

breaches reported by the news media and on Web sites that track breaches, such

as www.datalossdb.org appears to be unfortunately common. In many cases, we

can examine a breach and find that it was the result of simple carelessness and

noncompliance with the most basic security measures and due diligence. We can

see an example of exactly this in a breach announced by California’s Stanford

University in June 2013.

In this instance, the university exposed information containing the name, med-

ical record number, age, telephone number, and information on medical proce-

dures on more than 12,000 patients at the Lucile Packard Children’s Hospital [6].

Although we might assume that a wily band of hackers had subverted the univer-

sity’s stringent security measures and managed to steal a copy of the database

from a protected system on the university network, this is sadly not the case. The

patient data was located on an unencrypted laptop, which was subsequently

stolen.

In such cases, the operations security process, when properly followed, will

quickly point out critical data sets such as these, enabling us to stand a much bet-

ter chance of avoiding such a situation. The security measures needed to prevent

breaches such as those we discussed in the Tulane example are neither complex

nor expensive and can save us a great deal of reputational and financial damage

by taking the few steps needed to put them in place.
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Operations security in our personal lives
Although we have discussed the use of the operations security process in both

business and government throughout this chapter, it can also be of great use in

our personal lives. Although we might not consciously and formally step through

all the steps of the operations security process to protect our personal data, we

still do use some of the methods we have discussed.

For example, if we will be going on vacation for several weeks and will be

leaving behind an empty house for the whole time, the steps we take to ensure

some level of security while we are gone will generally map very closely to the

operations security process. We might take a few minutes to think about the indi-

cators that the house is unoccupied and vulnerable:

• No lights on at night

• Told everyone on Facebook we were going

• Posts to twitter while we are on vacation about what we are doing

• No noise coming from the house when we would normally be home

• Newspapers building up in the driveway or stopped

• Mail building up in the mailbox

• No car in the driveway

• No people coming and going

We might also take steps to ensure that we do not present such an obvious dis-

play of vulnerabilities to those that might threaten the security of our domicile,

namely, burglars or vandals. We might set timers on our lights so that they turn

on and off at various times throughout the house. We may also set a timer on the

television or radio so that we can generate noise consistent with someone being

home. In order to solve the problem of mail and newspapers stacking up, we can

have the delivery of them suspended while we are gone. To give the appearance

of occupation, we might also have a friend drop by every few days to water the

plants and check on things, perhaps moving a car in and out of the garage every

now and then. Finally we need to be aware what everyone is the group is posting

to social media and hold off on telling unrestrained/untrusted groups what we are

doing until after the trip.

Alert!
In the age of social networking tools, one particular personal operations security

violation can be seen on a disturbingly regular basis. Many such tools are now

equipped with location awareness functionality that can allow our computers and

portable devices to report our physical location when we update our status.

Additionally, many people are fond of adding notifications that they are going to

lunch, leaving on vacation, and so on. In both of these instances, we have left the
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general public, and potentially, attackers, a very clear signal of when we might

not be home, when we might be found at a particular location, and so forth. From

an operational security standpoint, this is ill-advised.

Although such steps are clearly not strictly regimented and militaristic in

nature, such as we might find with OPSEC being implemented by the govern-

ment, the process is the same. Most of us follow such processes when we protect

our physical property due to the obvious nature of the threat, but we also need to

take care to protect ourselves in the logical sense.

In our daily lives, our personal information goes through a staggering variety

of computer systems and over a large number of networks. Although we might

take steps to ensure that we mitigate security threats by being careful about where

and how we share our personal information over the Internet, shredding mail that

contains sensitive information before throwing it away, and other similar mea-

sures, we are, unfortunately, not in control of all the places our personal informa-

tion might be exposed.

As we pointed out with the Stanford breach example earlier in this chapter,

not everyone will take the same care with our information. In such cases, if we

have planned for the security of our personal data in advance, we can at least mit-

igate the issue to a certain extent. We can put monitoring services in place to

watch our reports with the credit reporting agencies, we can file fraud reports

with these same agencies in the case of a breach, we can very carefully watch our

financial accounts, and other similar measures. Although such steps might not be

complex, or terribly difficult to carry out, they are better done in advance of an

incident, rather than trying to carry them out in the chaotic time directly after the

problem has occurred. We also need to review the privacy setting on all our

accounts. Many times we can minimize the data that would be exposed or tailor it

so that the information used would alter us to which account was compromised.

Finally we need to have polices about what information about the organization

can be shared. Should employees be allowed to take pictures at work and share

them online?

Operations security in the real world
As we have discussed throughout the chapter, we can see the concepts of opera-

tions security at work in many areas. In government, we can see the formalized

use of OPSEC as a mandate. Clearly, when we are dealing with information per-

taining to conducting wars and military actions, weapons systems of great power,

political maneuvering, and other similar activities, protecting such items of infor-

mation is critical and may result in the loss of many lives if we fail to do so.

In the business world, we may see the same operations security principles at

work, but we may also see a large amount of variance in the way they are imple-

mented. Depending on the industry in which we are conducting business and the
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types of information we are handling, we may see more or less of an operations

security focus. In some cases, such as when our business is handling medical,

financial, or educational information, for instance, we may fall under regulatory

or contractual controls that require us to put certain protections in place. In these

instances, we are much more likely to see the concepts of operations security

applied with some level of rigidity. Otherwise, businesses may or may not choose

to apply such ideas as they see fit.

In our personal lives, we may also choose to apply the principles of operations

security, although often in a much more informal manner. Although we may not

necessarily have nuclear secrets or databases full of personal information to pro-

tect, we still have quite a few items that might be considered critical information.

We need to protect our financial information, data concerning our identity, per-

sonal records, or other items we might not want to be made public. In such cases,

we may often shortcut the operations security process to simply identifying and

finding ways to protect our personal information, but we are still going through

the same general steps.

SUMMARY

The history of operational security stretches far back into recorded history. We

can find such principles espoused in the writings of Sun Tzu in the sixth century

BC, in the words of George Washington, in writings from the business community,

and in formal methodologies from the US government. Although the formalized

ideas of operations security are a much more recent creation, the principles on

which they are founded are ancient indeed but still just as useful as the day they

were developed.

The operations security process consists of five major steps. We start by iden-

tifying our most critical information so that we know what we need to protect.

We then analyze our situation in order to determine what threats we might face,

and following that what vulnerabilities exist in our environment. Once we know

what threats and vulnerabilities we face, we can attempt to determine what risks

we might face. The actual risks that are present are a combination of matching

threats and vulnerabilities. When we know what risks we face, we can then plan

out the countermeasures we might put in place in order to mitigate our risks.

As somewhat of a summarization of the operations security process, we can

also look to the Laws of OPSEC, as penned by Kurt Haas. “If you don’t know

the threat, how do you know what to protect?” “If you don’t know what to pro-

tect, how do you know you are protecting it?” “If you are not protecting it (the

information), . . . THE DRAGON WINS!” [5]. These three laws cover some of

the high points of the process and point out some of the more important aspects

we might want to internalize.

In addition to the use of the operations security principles in business and in

government, we also make use of such security concepts in our personal lives,
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even though we may not do so in a formal manner. We often take the steps of

identifying our critical information and planning out measures to protect it in the

normal course of our lives. Particularly with the sheer volume of our personal

information that moves through a variety of systems and networks, it becomes

increasingly important for us to take steps to protect it.

EXERCISES
1. Why is it important to identify our critical information?

2. What is the first law of OPSEC?

3. What is the function of the IOSS?

4. What part did George Washington play in the origination of operations

security?

5. In the operations security process, what is the difference between assessing

threats and assessing vulnerabilities?

6. Why might we want to use information classification?

7. When we have cycled through the entire operations security process, are we

finished?

8. From where did the first formal OPSEC methodology arise?

9. What is the origin of operations security?

10. Define competitive counterintelligence.
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INTRODUCTION

One of the more difficult aspects in all of information security is providing secu-

rity for and against the some of the people within and surrounding our
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information, including our employees, contractors, partners, customers, service

providers, and any number of other people. Almost without fail, we can expect

these people to behave in unexpected or unusual ways, whether innocently,

through ignorance, or maliciously. Whatever the case, providing security for this

area can be a challenge.

Humans: the weak link
Security professionals spend a great deal of time assembling the layers of security

that protect our organizations. We put controls in place (administrative, technical,

and physical) in order to keep the bad out and the good in, and expend a great

deal of time and resources in ensuring that our various intrusion detection, mail

filtering, web proxies, firewalls, and a myriad of other technologies are tuned just

so, in order to maintain optimal security for our environments. Unfortunately, bad

decisions on the part of our users can nullify all of these measures with a single

click.

Often with the best of intentions, our users will click on links that are really

malicious code, send sensitive information via unprotected methods, divulge pass-

words, write secure information down and post it in conspicuous places, reveal

sensitive information over social media, and a veritable horror show of other such

compromising behaviors. Worse yet, when encouraged by a skilled adversary,

these tendencies be channeled in particular directions to enable very specific

attacks to take place. An excellent example of this is the RSA breach that took

place in 2011 [1]. In this case, highly sensitive information related to RSAs

widely used hardware authentication tokens was stolen, with the initial method of

ingress to the company’s environment being a social engineering attack.

The solution to these types of issues, in addition to the technical measures that

we already have in place, is a solid security awareness and training program. We

must make users aware of the risk they are accepting through their actions and

change their behavior.

Security awareness
As we have previously discussed, building an appropriate level of security aware-

ness in our users us crucial to the ongoing security of our organizations. Although

what we discuss with them will vary from one organization or environment to

another, there are a few core items that will be standard in the majority of such

efforts: protecting data, passwords, social engineering, network usage, malware,

the use of personal equipment, clean desk, and policy knowledge.

In the next few sections, we will take a look at the basics of each of these

areas.
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Protecting data

Regardless of the industry in which we operate, we will almost always have a

need for protecting data of some variety. As we covered in Chapter 6, there are

numerous laws and regulations that govern data, and compliance with them is one

of the costs of doing business. If we process credit card transactions, we need to

worry about Payment Card Industry Data Security Standard (PCI-DSS), Health

Insurance Portability and Accountability Act (HIPAA) for those that handle medi-

cal patient data, Family Educational Rights and Privacy Act (FERPA) for educa-

tional data processing, and numerous others.

In addition to compliance requirements, protecting data is also smart for some-

what softer reasons, such as reputation and customer retention. Appearing in the

news because of a data breach can be extremely damaging to a company and can

drive customers to competitors very swiftly. Additionally not being in compliance

with some regulations can result in penalties like suspensions, fines, and in some

cases jail.

In order to adequately communicate the need for data security to users, we

should present them with reoccurring training that regularly covers the data with

which we work. Our users need to understand the criticality of carefully handling

data from both a compliance and a customer retention and reputation perspective.

Companies that have annual training have found very low retention rates and little

behavior modification. The key is quarterly or even monthly training that engages

the users. Some companies are even using gamification techniques as part of their

program.

Passwords

Passwords are an area in which we can easily enforce a technical control, to a cer-

tain extent, to force users to handle passwords appropriately, but then fail entirely

in another. For example, we can, in most operating systems and tools, enforce

certain levels of password strength: at least eight characters, at least one upper

case, at least one lower case, at least one symbol, at least one number. This would

produce a password something along the lines of P@ssw0rd. The key is to bal-

ance the complexity of the password with the importance of what is being pro-

tected. Eight characters is probably fine for a site that stores family photos, but

not recommend for a bank account.

On top of this, we can generally force password expiration and make the user

reset their password at some interval, say 90 days. Additionally, we can stipulate

that new passwords cannot be a variation of the previous 10 passwords used,

in order to prevent a user from doing something along the lines of incrementing

a number or changing one letter. This should ensure that we don’t have passwords

trivially guessed by an attacker, although these will still not stand up against

a determined and skilled attacker with sufficient access to resources (few

things will).
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One effective way of highlighting the need for strong passwords when discussing this from a

security awareness perspective is to discuss the difference in password brute forcing times

between very simple passwords such as “password” and more complex variations such as

P@ss\/\/3rd. A good source for such information exists at http://www.lockdown.co.uk/?

pg5combi.

Where we run into a problem is how the user actually handles the password or

passwords after they have been set. If our theoretical user takes the movie cliché

route, they will write their password down and stick it to the underside of their

keyboard. We may also see passwords being shared among users for convenience

sake, passwords being created based on of pet names, birthdates, or other such

personal information, and so on. Potentially one of the more damaging user beha-

viors is manually syncing passwords between systems or applications.

For example, we might force a strong password on a given system in the

workplace. The user attempting to make their life easier might manually synchro-

nize all other systems in the organization to the same password (including their

VPN credentials) and then proceed to go home and do the same with their

Internet forum credentials, e-mail, online gaming passwords, and so forth. At this

point, the user has one strong password everywhere and life is much easier for

them. Great! Unfortunately, not so great for the organization at which the user is

employed.

To continue our example, the password database for an online forum is com-

promised and published to the Internet, containing the username (e-mail address

here) and decrypted password. At this point, the attacker compromised the

webmail of our user and now has full access to a truly disturbing amount of infor-

mation, including the instructions for connecting to the company VPN that

the user e-mailed to their home address. We can see very quickly where this is

likely to go.

Ultimately, the important items when communicating to users regarding pass-

word security are that they need to use strong passwords even when not directly

forced to do so, that they need to handle passwords appropriately and not leave

or record them somewhere where they might easily be compromised, and that

they should not use the same password repeatedly across multiple systems or

applications.

Social engineering

Social engineering is a technique that relies on the willingness of people to help

others, particularly when the target is faced with someone that appears to be in

distress, someone that is intimidating, or someone that we would normally expect

to see in a given situation. For example, if someone is attempting to gain unau-

thorized access to a building where a proximity badge is normally required to

enter, this could pose a problem of such a badge were not available; not so for
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our social engineer. We would start by studying the location in order to determine

when the shift changes took place in order to determine when the flow of people

entering our door would be likely to take place. We would also want to observe

the people entering and exiting the building in order to get an idea of the appro-

priate way to dress. We might also investigate different door in the building in

order to find one that was not manned by a security guard, lacking secondary

physical access controls such as a turnstile, and preferably one without a camera.

Once appropriately dressed, we would then proceed to the building at the time

selected based on our observations, and carrying our prop. In this case we might

select a large box so as to not have free hands to reach for our (not actually pres-

ent) proximity badge. In the majority of cases, unless we are targeting a very high

security facility, when we walk up to the door right behind someone and are

clearly struggling with our heavy parcel, they will hold the door open for us and

will not ask a single question regarding our authorization to enter the door. This

is social engineering, and more specifically, pretexting.

Pretexting
In pretexting, we often assume the guise of a manager, customer, reporter, or

even a co-worker’s family member. Using a fake identity, we create a believable

scenario that elicits the target to give us sensitive information or perform some

action which they would not normally do for a stranger.

While we can use pretexting in face-to-face encounters or over some commu-

nication medium, each of them has their own challenges. Direct, face-to-face

encounters require a heightened level of attention to detail about our body lan-

guage, while indirect encounters, such as over the phone or through e-mail,

require us to focus more on verbal mannerisms. However, both types of encoun-

ters require strong communication and psychological skills, specialized knowl-

edge, and a quick mind in order to be successful.

Walking up to a security guard without any detailed knowledge of the target

organization and convincing the guard that they need to allow us access to their

facility is quite a challenge, and one that probably won’t succeed, unless the

guard is incompetent or the social engineer is very skilled. Pretexting gives us an

edge when trying to social engineer a victim; if we can drop names, provide

details on the organization, and give the victim sufficient cause to believe we

deserve access to the information or access for which we are asking, or for that

matter already have it, our chances of success increase substantially.

Phishing
Phishing is a particular social engineering technique and is largely employed

through the use of electronic communications such as e-mail, texting, or phone

calls. Most phishing attacks are very broad in nature and involve convincing the

potential victim to click on a link in the e-mail, in order to send the victim to a

fake site designed to collect personal information or credentials, or to have the

victim install malware on their system. The fake sites used in web-based phishing
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attacks are typically copies of well-known web sites, such as banking sites,

Facebook, and eBay. Some such sites are poorly designed imitations with clumsy

attempts at similar design and logos and terrible grammar, while others are very

cleverly crafted and extremely difficult to distinguish from the legitimate page

that they are imitating.

For an additional method that might be used in phishing, certificate, and other similar

attacks, do a bit of research on the internationalized domain name (IDN) homographic

attack [2]. This was once a much worse attack than it is now, as many browsers are able to

alert to such issues.

The problem with most phishing attacks is that unless the target victim actu-

ally has an account on the site being faked, the attack will fail; someone who

does not have a MyBank bank account will not be convinced by a phishing attack

that redirects to a fake MyBank bank web site. Even if the target victim does

have an account, people are beginning to be cautious of unsolicited e-mails from

their banks or other web sites. In general, phishing attacks do not count on careful

inspection by the recipient, they count on a very small percentage of success over

hundreds of thousands or millions of attempts. In order to work with better odds

of success, attackers may turn to spear phishing.

Spear phishing is a targeted attack against a specific company, organization,

or person. A spear phishing attack requires advanced reconnaissance so that the

vehicle for the attack will be seen as legitimate and directs the potential victim to

a fake site that the victim would expect, and see as valid. In addition, our e-mail

must be seen to come from a valid sender—someone the victim would trust, such

as someone from human resources, a manger, the corporate IT support team, a

peer, or friend.

Where a normal phishing attack might be clumsy and poorly constructed,

depending on a very small percentage of recipients responding regardless, a spear

phishing attack is quite the opposite. In a spear phishing attack, the attacker will

send a very clean e-mail containing the proper logos, graphics, signature block,

and everything as expected. The language will be properly constructed grammati-

cally and spelling will not be an issue. If there are links present, they will be

disguised in such a fashion as to not appear immediately malicious. If the attack

exists to steal credentials for a site or service, the attacker may even use the

freshly stolen credentials to log the victim into the real site that they are imitating,

leaving no error message or broken session to clue them in that something strange

has happened.

Tailgating
Physical tailgating, also known as “piggybacking,” is what most people think of

when they hear the term used. Quite simply, this is the act of following someone

through an access control point, such as secure door, without having the proper

credentials, badge, or key, normally needed to enter the door.
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Tailgating is a problem endemic to locations which use technical access con-

trols. In almost any location, unless strong steps have been taken to prevent it, we

can see people tailgating. This is partly an issue of laziness and partly an issue of

the desire to avoid confrontation. Particularly in locations where the majority of

foot traffic is composed of younger people, we will see tailgating policies flouted,

that is, closed school campuses, apartment buildings. . .often willfully so. Such

locations make for particularly easy tailgating targets.

A few tricks of equipment, such as knowing which props to use, and the use

of psychology to allow attacker to play on the sympathies of others, will aid them

in their tailgating efforts.

Network usage

Network usage, or perhaps more accurately network awareness, is an important

concept to discuss with users. It is certainly the case today that a large number of

people have access to numerous networks, both wired and wireless, from rela-

tively restricted networks in the workplace to wide-open networks (largely wire-

less) in homes, coffee shops, and on airplanes. It is easy for an uneducated user to

assume that connecting a laptop to the network in a conference room at work is

the same as the wireless network in a hotel, which is also the same as a network

in an airport; such access is now so common that it has taken on the same overall

appearance as any utility such as the power provided by a wall outlet or the illu-

mination given off by a lamp. We expect it to be there, function as expected, and

we don’t really think about it beyond this. This makes educating users on security

for networks somewhat difficult, as the potential harm is not obvious.

One aspect of this discussion is protection of the enterprise network. In gen-

eral, and as we will discuss again later in this chapter, we do not want to allow

foreign devices on our networks. This means that users need to be aware that they

cannot allow vendors to plug in a device in a conference room, that they should

not connect their iPad to the production network, etc.. . . The general solution to

this issue is to provide a proper alternative network for such devices to use, often

implemented in the form of a guest wireless network, and make sure that users

know how to connect to it and within what parameters they are allowed to use

this service.

The other side of the issue is the use of corporate resources on outside net-

works, a problem that has bitten many organizations badly over time, often result-

ing in breaches of sensitive data. If we load up our laptop with sensitive data,

then go get on the network at the local coffee shop or hotel; we may very well be

sharing this data with everyone else on the network if the device is not securely

configured.

An easy technical solution to this problem is to implement a VPN that allows

access to the corporate network and configure the VPN client to automatically

connect the device to the VPN whenever it finds itself on a foreign network.

Additionally, we need to develop some level of awareness in our users regarding
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what devices they connect to which networks and how they need to handle the

sensitive data that these devices might contain.

Malware

User education in the area of malware can be difficult to communicate to users as

education in this area often revolves around teaching them to not indiscriminately

click things. This involves a discussion of being careful while surfing the web,

opening e-mail attachments (even if they were naked pictures of Miley Cyrus,

you shouldn’t be looking at them at work), using social network tools, using

smart phones and a number of other similar activities. This can be difficult due to

the lack of an exhaustive list of what bad things might look like, but we can point

out some of the common items:

• E-mail attachments from people that you do not know

• E-mail attachments containing certain file types (exe, zip, pdf, etc.)

• Web links using shortened URLs such as http://bit.ly

• Web links using names that differ slightly from what we expect (myco.org

when we expect myco.com)

• Smart phone applications from nonofficial download sites

• Pirated software

In general, we want to instill a healthy sense of paranoia in our users so that

their default action, instead of just immediately clicking on something is to call

our helpdesk or security team to ask about it first. Yes, this does mean extra work

for these teams, but it is preferable to the alternative.

Although shortened URLs by no means lead exclusively to malicious content, it is certainly

wise to assume so until we can see what is on the other end and to not navigate there with a

browser. We can, however, check on the destination of such a service with tools such as

http://www.urlunshortener.com or http://unshort.me. Both of these tools (and numerous

others) provide a safe way for information security personnel or even end users to discover

this information with a lessened chance of receiving unwanted software in the process.

Personal equipment

The use of personal equipment being acceptable or not in the workplace varies

considerably from one working environment to the next, but there are often com-

monalities. In order to maintain a reasonable level of security, the typical thresh-

old for acceptable use of personal equipment is at the border of the organization’s

network, that is, bringing your personal laptop to work and placing it on the same

network as production systems is typically not acceptable, but attaching it to the

guest wireless network may be fine. Corporate policy should dictate how such

situations are to be handled.
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While most users do understand the reasons for handling personal equipment

in this way (largely malware and intellectual property issues), communicating that

these same policies apply to other noncorporate-owned devices such as vendor

laptops or MP3 players which are network capable may take a bit more work to

communicate.

Clean desk

A clean desk policy is common in many environments where any sort of regu-

lated or sensitive data is handled. Such policies typically state that sensitive infor-

mation is not to be left out on a desk when it is to be unattended for any

significant period of time, such as leaving for the day or going to lunch. The ulti-

mate message that we are trying to communicate to users here is that data needs

to be handled appropriately, even when it is not in electronic form.

This is typically followed up with a discussion on how sensitive data on physi-

cal media such as paper or tape needs to be disposed of in order to ensure that

this is done properly, namely, the use of shred bins, data destruction services,

media shredders, and so on.

Policy and regulatory knowledge

Lastly, but certainly not least, if we expect our users to follow the rules that we

have laid out in the form of policies, regulations with which we must comply,

and other such items that we, as an organization, may be compelled to comply

with, we need to make some effort to communicate these policies. Although it is

very easy to mass e-mail a link to a policy and have users attest to having read it,

this is not likely to be a very successful strategy if the actual goal is some mea-

sure of education.

It is likely that there are a relatively small set of policies and regulations that

contain the information we might consider most critical to communicate to our

users. Some portion of this information should be condensed and communicated

directly to users as a policy crib notes or highlights reel.

The security awareness and training program
Many of the ideas that we have discussed in this chapter are assembled with a sin-

gle goal, namely modifying the behavior of users in our environments in the

direction of being more secure. In order to communicate our desired information

to users, we will most often use the vehicle of a security awareness and training

program.

Such programs will often consist of instructor-led or computer-based training,

typically conducted during the new-employee onboarding process and at some

regular interval, and often followed up by a mandatory quiz or attestation of
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understanding by the person taking the training. Such devices often serve as both

a gate for the participant to demonstrate at least some level of knowledge and a

form of due diligence on the part of the company for tracking and ensuring that

employees have completed the training requirement.

Effectively reaching users

Although firing off a mass e-mail to the entire company directing them to com-

plete X computer-based training (CBT) by Y date at some interval certainly cov-

ers the checkbox to indicate that users are provided with regular security

awareness training, this may not be the most effective route to actually influence

the behavior of users in the desired direction. A yearly round of CBTs or death-

by-Powerpoint in a conference room is likely to result in bored participants, frus-

trated trainers, and not much of a difference in a positive direction for improving

overall security posture. If the goal is to truly end up with users making better

decisions when they encounter a phishing e-mail or are face-to-face with a social

engineer, then we need to move our training in the direction of being both more

interesting and producing positive results.

In the area of being more interesting, we can look to the trend in the last few

years of gamification for training and educating users. This does not necessarily

mean using a video game for training, although this is certainly an option and

such tools do exist, but adding certain game elements to what we are doing. For

instance, if we have an hour allotted to conducting security awareness training for

newly hired employees, we might reduce the lecture portion of the time to

30 min, then take the second half of the time to conduct an interactive quiz show

style game on the material that we just covered. Once we add the element of

competition (divide the class into teams) and incentive (prizes for the winners),

we have just created a much more interesting environment for the information

that we wish to communicate.

We can also gain the attention of our users through the user of security-

oriented posters, giveaways (pens, coffee mugs, etc.), newsletters, and a great

number of similar devices. Ultimately it does not matter to any great extent what

these other avenues of awareness specifically are, but that there are different

approaches to communicating the same information. If we can offer repeated

and varied avenues for bringing this information to the users’ attention throughout

their day, we stand a better chance of the information sinking in over the

long term.

SUMMARY

In this chapter we have discussed several issues that pertain to the human element

of information security and why the people that staff our organizations to pose a

security challenge that cannot be directly addressed with technical controls in
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every case. We covered items that we might want to discuss with users including

protecting data, passwords, social engineering, network usage, malware, use of

personal equipment on corporate networks, clean desk policies, and policy and

regulatory knowledge. We also talked about what we can to do make our security

awareness and training programs better, and the steps that we can take to make

this information impact users behaviors.

EXERCISES
1. Why are humans considered to be the weak link?

2. Define tailgating. Why is this an issue?

3. What do we need to do to more effectively reach users in our security

awareness and training efforts?

4. Why might we not want to allow personal equipment to be attached to the

network of our organization?

5. How would you go about training users to recognize phishing e-mail

attacks?

6. Why is it important not to use the same password for all of our accounts?

7. What is pretexting and how might it be used?

8. Why might using the wireless network in a hotel with a corporate laptop be

dangerous?

9. Why might clicking on a shortened URL from a service such as bit.ly be

dangerous?

10. Why is it important to use strong passwords?
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INFORMATION IN THIS CHAPTER

• Physical security controls

• Protecting people

• Protecting data

• Protecting equipment

INTRODUCTION

Physical security is largely concerned with the protection of three main categories

of assets: people, equipment, and data. Our primary concern, of course, is to pro-

tect people. People are considerably more difficult to replace than equipment or

data, particularly when they are experienced in their particular field and are famil-

iar with the processes and tasks they perform.

Next in order of priority of protection is our data. If we have sufficiently

planned and prepared in advance, we should be able to easily protect our data

from any disaster that is not global in scale. If we do not prepare for such an

issue, we can very easily lose our data permanently.

Alert!
Although we will discuss the protection of people, data, and equipment as sepa-

rate concepts in this chapter, they are actually closely integrated. We generally

cannot, and should not, develop security plans that protect any of these categories

in isolation from the others.

Lastly, we protect our equipment and the facilities that house it. This may

seem to be a very important set of objects to which we might want to assign a

greater level of priority when planning our physical security measures. However,

this is generally not the case, outside of a few situations, most of which actually

revolve around keeping people safe. In the technology world, much of the hard-

ware we use is relatively generic and easily replaced. Even if we are using more

specialized equipment, we can often replace it in a matter of days or weeks.

In many larger organizations, protection of people, data, and equipment is

covered under a set of policies and procedures collectively referred to as business

continuity planning (BCP) and disaster recovery planning (DRP), often referred

to as one entity called BCP/DRP. BCP refers specifically to the plans we put in

place to ensure that critical business functions can continue operations through

the state of emergency. DRP covers the plans we put in place in preparation for a

potential disaster, and what exactly we will do during and after a particular disas-

ter strikes to replace infrastructure.
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The threats we face when we are concerned with physical security generally

fall into a few main categories, as listed here and shown in Figure 9.1:

• Extreme temperature

• Gases

• Liquids

• Living organisms

• Projectiles

• Movement

• Energy anomalies

• People

• Toxins

• Smoke and fire

The first seven of these categories—extreme temperature, gases, liquids, living

organisms, projectiles, movement, and energy anomalies—were defined by Donn

Parker in his book Fighting Computer Crime.

Additional resources
The book Fighting Computer Crime, also the source of the Parkerian hexad that

we discussed in Chapter 1, is a must-read for the serious information security

practitioner. Although it was written more than a decade ago, it is still very rele-

vant to the field and is an excellent book as well. It is available from Wiley

(ISBN: 0471163783).

● Extreme temperature

● Gases

● Liquids

● Living organisms

● Projectiles

● Movement

● Energy anomalies

● People

● Toxins

● Smoke and fire

Physical threats

FIGURE 9.1

Major categories of physical threats.
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As we move through the sections in this chapter on protecting people, equip-

ment, and data, we will discuss how the different threats apply to each of them.

In some cases, we might find that all the threats apply in a given category, or we

may find that some of them are nullified entirely.

Physical security controls
Physical security controls are the devices, systems, people, and other methods we

put in place to ensure our security in a physical sense. There are three main types of

physical controls: deterrent, detective, and preventive, as shown in Figure 9.2. Each

has a different focus, but none is completely distinct and separate from the others, as

we will discuss shortly. Additionally, these controls work best when used in concert.

Any one of them is not sufficient to ensure our physical security in most situations.

Deterrent

Deterrent controls are designed to discourage those who might seek to violate our

security controls from doing so, whether the threat is external or internal. A vari-

ety of controls might be considered to be a deterrent, including, as we discussed

earlier in this section, several that overlap with the other categories. In the sense

of pure detective controls, we can point to specific items that are intended to indi-

cate that other controls may be in place.

Examples of this include signs in public places that indicate that video moni-

toring is in place, and the yard signs with alarm company logos that we might

find in residential areas. The signs themselves do nothing to prevent people from

acting in an undesirable fashion, but they do point out that there may be

Deterrent

PreventiveDetective

FIGURE 9.2

Types of security controls.
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consequences for doing so. Such measures, while not directly adding to what we

might think of as physical security, do help to keep honest people honest.

Next comes policies and regulations. Violation of a policy could result in the

employing being disciplined or fired. Violation of a regulation or law could result

in criminal or civil prosecution.

We may also see security measures in the other categories serve double duty as

deterrents. If we have obvious security measures in place that are visible to those

who might want to violate our security, such as guards, dogs, well-lit areas, fences,

and other similar measures, our would-be criminal might decide we are too difficult

a target to be worth the effort.

Detective

Detective controls serve to detect and report undesirable events that are taking

place. The classic example of a detective control can be found in burglar alarms

and physical intrusion detection systems. Such systems typically monitor for indi-

cators of unauthorized activity, such as doors or windows opening, glass being

broken, movement, and temperature changes, and also can be in place to monitor

for undesirable environmental conditions such as flooding, smoke and fire, elec-

trical outages, and excessive carbon dioxide in the air.

We may also see detective systems in the form of human or animal guards (i.e.,

dogs), whether they are physically patrolling an area or monitoring secondhand

through the use of technology such as camera systems. This type of monitoring has

both good and bad points, in that a living being may be technically less focused

than an electronic system, but does have the potential to become distracted and will

need to be relieved for meals, bathroom breaks, and other similar activities.

Additionally, we can scale such guards from the lowliest unarmed security guard to

highly trained and well-armed security forces, as is appropriate for the situation.

Finally the cost of maintaining 24/7 security staff is very expensive. As is true for

most implementations involving security, the principle of defense in depth, as we

discussed in Chapter 1, applies here.

Preventive

Preventive controls are used to physically prevent unauthorized entities from breach-

ing our physical security. An excellent example of preventive security can be found

in the simple mechanical lock. Locks are nearly ubiquitous for securing various facili-

ties against unauthorized entry, including businesses, residences, and other locations.

In addition to locks, we can also see preventive controls in the form of high

fences, bollards (the brightly painted and cement-filled posts that are placed to

prevent vehicles from driving into buildings), and, once again, guards and dogs

on patrol. We may also see preventive controls focused specifically on people,

vehicles, or other particular areas of concern, depending on the environment in

question.
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How we use physical access controls

Preventive controls are generally the core of our security efforts, and in some

cases, they may be the only effort and the only physical security control actually

in place. We can commonly see this in residences, where there are locks on the

doors, but no alarm systems or any other measures that might deter a criminal

from gaining unauthorized entry.

In commercial facilities, we are much more likely to see all three types of

controls implemented, in the form of locks, alarm systems, and signs indicating

the presence of the alarm systems. Following the principles of defense in depth,

the more layers we put in place for physical security, the better-off the overall

security posture.

Another important consideration in implementing physical security is to only

put security in place that is reasonably consistent with the value of what we are

protecting. If we have an empty warehouse, it does not make sense to put in high-

security locks, alarm systems, and armed guards. Likewise, if we have a house

full of expensive computers and electronics, it does not make sense to equip it

with cheap locks and forgo an alarm system entirely. Physical security requires

the same risk management analysis we used in the earlier network-based chapters.

Protecting people
The primary concern of physical security is to protect the individuals on which

our business depends and those that are close to us. While we put security mea-

sures and backup systems in place to ensure that our facilities, equipment, and

data remain in functional condition, if we lose the people we depend on to work

with the equipment and data, we have a rather difficult problem to solve. In many

cases, we can restore our data from backups, we can build new facilities if they

become destroyed or damaged, and we can buy new equipment; but replacing

experienced people beyond the one or two at a time that we find with normal

turnover is difficult, if not impossible, within any reasonable period of time.

Physical concerns for people

As people are rather fragile in comparison to equipment, they can be susceptible

to nearly the entire scope of threats we discussed at the beginning of this chapter.

Extreme temperatures, or even not so extreme temperatures, can quickly render a

person very uncomfortable, at best.

In the case of liquids, gases, or toxins, the absence, presence, or incorrect pro-

portion of a variety of them can be harmful to individuals. We can very clearly

see how a liquid such as water, in excessive quantities, might be an undesirable

thing, as we saw in the case of the massive flooding that took place in the south-

ern United States during Hurricane Sandy in 2012. Likewise, the lack of a gas
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such as oxygen, or too much of the same, can become deadly to people very

quickly. Although we can see where harm might come from a toxin being intro-

duced to an environment very clearly, a number of common substances may

already be present but are not toxic in the quantities or mixtures in which they

are commonly used. We might see certain chemicals as being beneficial when

they are used to filter the water in our facilities, but the same might not be true if

the chemical ratios or mixtures are changed.

Any variety of living organisms can be dangerous to people, from larger ani-

mals, to insects, to nearly invisible molds, fungi, or other microscopic organisms.

People can suffer from contact with living organisms in a variety of ways, from

being bitten or stung by various critters, to developing breathing problems from

inhaling mold.

Movement can be very harmful to people, particularly when said movement is

the result of an earthquake, mudslide, avalanche, building structural issue, or

other similar problems. In most cases, such threats can be both very harmful and

very difficult to protect against.

Energy anomalies, are, of course, very dangerous to people. We might find

equipment with poorly maintained shielding or insulation, or mechanical and/or

electrical faults that could expose people to microwaves, electricity, radio waves,

infrared light, radiation, or other harmful emissions. The results of such exposures

may be immediately obvious, in the case of an electric shock, or they may be

very long term, in the case of exposure to radiation.

People, of course, are one of the most severe threats against other people.

There are an endlessly variable number of ways that other people can cause us

trouble as we plan for the safety of our own. We might encounter civil unrest as a

real possibility in certain parts of the world. We could encounter social engineer-

ing attacks, in an effort to extract information from our personnel or to gain unau-

thorized access to facilities or data through them. Our people could be physically

attacked in a dark parking lot or subjected to other similar circumstances. We can

also add projectiles into this category, as people-harming projectiles are often

launched at the behest of other people.

Smoke and fire can also be very dangerous to people in the sense of burns,

smoke inhalation, temperature issues, and other similar problems. Particularly in

the case of large facilities, smoke and fire can render the physical layout of the

area very confusing or impassible, and can make it very difficult for our person-

nel to navigate their way to safety. We may also see the issue compounded by

supplies, infrastructure, or the fabric of the building itself reacting in an unfavor-

able way and releasing toxins, collapsing, or producing the threats we have dis-

cussed in this section.

Safety

As we mentioned at the beginning of the chapter, the safety of people is the first

and foremost concern on our list when we plan for physical security. Safety of
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people falls above any other concern and must be prioritized above saving equip-

ment or data, even when such actions will directly cause such items to be damaged.

We might find an example of this in the fire suppression systems in use in

some data centers. In many cases, the chemicals, gases, or liquids that are used to

extinguish fires in such environments are very harmful to people and in some

cases can kill them if used in such an environment, halogen-based fire suppres-

sion systems being one example of such a case. For this reason, fire suppression

systems are often equipped with a safety override that can prevent them from

being deployed if there are people in the area. If we were to prevent the suppres-

sion system from extinguishing the fire because we knew a person was still in the

data center, we might lose all the equipment in the data center and potentially

data that we could not replace. This would still be the correct choice to make

with human life at stake.

Likewise, if we are in a facility where an emergency is taking place, our prior-

ity should be the evacuation of the facility, not the safety of the equipment.

Evacuation

Evacuation is one of the best methods we can use to keep our people safe. In

almost any dangerous situation, an orderly evacuation away from the source of

danger is the best thing we can do. There are a few main principles to consider

when planning an evacuation: where, how, and who.

Where
Where we will be evacuating to is an important piece of information to consider

in advance, whether we are evacuating a commercial building or a residence. We

need to get everyone to a rally point to ensure that they are at a safe distance and

that we can account for everyone. If we do not do this in an orderly and consis-

tent fashion, we may end up with a variety of issues. In commercial buildings,

evacuation meeting places are often marked with signs and on evacuation maps.

How
Also of importance is the route we will follow to reach the evacuation meeting

place. When planning such routes, we should consider where the nearest exit

from a given area can be reached, as well as alternate routes if some routes are

impassable in an emergency. We should also avoid the use of areas that are dan-

gerous or unusable in emergencies, such as elevators or areas that might be

blocked by automatically closing fire doors.

Who
The most vital portion of the evacuation, of course, is to ensure that we actually

get everyone out of the building, and that we can account for everyone at the

evacuation meeting place. This process typically requires at least two people to

be responsible for any given group of people: one person to ensure that everyone
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he or she is responsible for has actually left the building and another at the meet-

ing place to ensure that everyone has arrived safely.

Practice
Particularly in large facilities, a full evacuation can be a complicated prospect. In a

true emergency, if we do not evacuate quickly and properly, a great number of lives

may be lost. As an unfortunate attestation to this, we can look to the example of the

2001 attacks on the World Trade Center in the United States, as shown in

Figure 9.3.

A study conducted in 2008 determined that only 8.6% of the people in the

buildings actually evacuated when the alarms were sounded. The rest remained in

the buildings, gathering belongings, shutting down computers, and performing

other such tasks [2]. It is important that we train our personnel to evacuate safely

and to respond quickly and properly when the signal to evacuate has been given.

Administrative controls

We may, and likely will, also have a variety of administrative controls in place to

protect people, in addition to the physical measures we put in place.

Administrative controls are usually based on rules of some variety. More

FIGURE 9.3

North Tower of the World Trade Center, September 11, 2001 [1].
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specifically, they may be policies, procedures, guidelines, regulations, laws, or

similar bodies, and may be instituted at any level from informal company policies

to federal laws.

Companies put several common practices in place specifically to protect our

people and our interests in general. One of the most common is the background

check. When an individual has made it far enough through the hiring process that

it seems likely he or she will be hired, the hiring company will often institute a

background check. A number of companies globally carry out such background

checks, including AccuScreen and LexisNexis. Such investigations will typically

involve checks for criminal history, verification of previous employment, verifica-

tion of education, credit checks, drug testing, and other items, depending on the

position being pursued.

We may also conduct a variety of reoccurring checks on those in our employ.

One of the more common and well-known examples can be seen in the drug tests

conducted by certain employers. We may also see any of the checks we discussed

as being common at the initiation of employment repeated in a similar fashion.

Whether such checks occur or not often depends on the specific employer in

question, and some employers may not conduct them at all.

The other areas in which we may see similar types of checks are when a person

is terminated from employment, or perhaps when he or she leaves voluntarily.

Here, we may see an exit interview take place, a process to ensure that the

employee has returned all company property and that any accesses to systems or

areas have been revoked. We may also ask the individual to sign paperwork agree-

ing not to pursue legal action against the company, additional nondisclosure agree-

ments (NDAs), and other agreements, varying by the position as well as local or

federal laws.

Protecting data
Second only to the safety of our personnel is the safety of our data. As we dis-

cussed in Chapter 5, one of our primary means of protecting data is the use of

encryption. Although this is a reasonably sure solution, certain attacks may render

it useless, such as those that break the encryption algorithm itself, or use other

means to obtain the encryption keys. Following the concept of defense in depth

that we covered in Chapter 1, another layer of security we need to ensure is the

physical element. If we keep our physical storage media physically safe against

attackers, unfavorable environmental conditions, or other threats that might harm

them, we place ourselves on a considerably more sound security footing.

Physical concerns for data

Depending on the type of physical media on which our data is stored, any number

of adverse physical conditions may be problematic or harmful to their integrity.
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Such media are often sensitive to temperature, humidity, magnetic fields, electricity,

impact, and more, with each type of media having its particular strong and weak

points.

Magnetic media, whether we refer to hard drives, tapes, floppy disks, or other-

wise, generally involves some variety of movement and magnetically sensitive

material on which the data is recorded. The combination of magnetic sensitivity

and moving parts often makes such storage media fragile in one way or another.

In most cases, strong magnetic fields can harm the integrity of data stored on

magnetic media, with media outside of metal casing, such as magnetic tapes,

being even more sensitive to such disruption. Additionally, jolting such media

while it is in motion, typically while it is being read from or written to, can have

a variety of undesirable effects, often rendering the media unusable.

Flash media, referring to the general category of media that stores data on

nonvolatile memory chips, is actually rather hardy in nature. If we can avoid

impacts that might directly crush the chips on which the data is stored and we do

not expose them to electrical shocks, they will generally withstand conditions that

many other types of media will not. They are not terribly sensitive to temperature

ranges below what would actually destroy the housing and will often survive brief

immersion in liquid, if properly dried afterward. Some flash drives are designed

specifically to survive extreme conditions that would normally destroy such

media, for those that might consider such conditions to be a potential issue.

Optical media, such as CDs and DVDs, is fairly fragile, as those with small

children or pets can attest to. Even small scratches on the surface of the media

may render it unusable. It is also very temperature sensitive, being constructed

largely of plastic and thin metal foil. Outside of a protected environment, such as

a purpose-built media storage vault, any of a variety of threats may destroy the

data on such media.

An additional factor that can potentially cause concern when dealing with stor-

age media over an extended period of time is that of technical obsolescence. Type

of storage media, software, interfaces, and other factors can affect our ability to

read stored data. For example, Sony ended production of floppy diskettes in March

2011, after having been responsible for 70% of the remaining production of such

media [3]. Although floppy diskettes are only now completely fading from use,

very few new computers come equipped with drives to read them. In a few short

years, finding hardware to read these disks will become very difficult indeed.

Availability

One of our larger concerns when we discuss protecting data is to ensure that the

data is available to us when we need to access it. The availability of our data

often hinges on both our equipment and our facilities remaining in functioning

condition, as we discussed earlier, and the media on which our data is stored

being in working condition. Any of the physical concerns we discussed earlier
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can render our data inaccessible, in the sense of being able to read it from the

media on which it is stored.

Although we are specifically discussing access to data here, and we talked

about some of the potential hardware issues in accessing certain types of media

earlier, there is also a fairly substantial equipment and infrastructure component

to consider when discussing availability. Not only can we experience issues in

reading the data from the media, but we may also have problems in getting to

where the data is stored. If we are experiencing an outage, whether it is related

to network, power, computer systems, or other components, at any point between

our location and a remote data location, we may not be able to access our data

remotely. Many businesses operate globally today, and it is possible that the loss

of ability to access data remotely, even temporarily, will be a rather serious

issue.

Residual data

When we look at the idea of keeping data safe, we not only need to have the data

available when we need access to it, but we also must be able to render the data

inaccessible when it is no longer required. In some cases, this need is relatively

obvious; for instance, we might not overlook the need to shred a stack of paper

containing sensitive data before we throw it away. But the data stored on elec-

tronic media may not present itself so clearly to everyone that might be handling

it or disposing of it.

In many cases, we can find stored data in several computing-related devices,

such as computers, disk arrays, portable media devices, flash drives, backup tapes,

CD or DVD media, and similar items. We would hope that the relatively computer

savvy people would realize the media or device might contain some sensitive data,

and that they should erase the data before they dispose of it. Unfortunately, this is

not always the case.

In the early 2000s, a study was conducted on more than 150 used hard drives

purchased from a variety of different sources, with a large number of them being

purchased from eBay. When the contents of the disks were analyzed, it was dis-

covered that many of them still contained data, to include medical data, pornogra-

phy, e-mail messages, and several disks that appeared to have been used for

financial data containing more than 6500 credit card numbers [4]. In many cases,

no attempt had been made to erase the data from the disks.

In addition to the devices that obviously contain storage and may hold poten-

tially sensitive data, there are a variety of other places that we might find stored

data. Although they may not immediately appear to be computing devices, a

broad variety of office equipment such as copiers, printers, and fax machines may

contain volatile or nonvolatile internal storage, often in the form of a hard drive.

On such storage media, we can often find copies of the documents that have been

processed by the drive, to include sensitive business data. When these types of

devices are retired from service, or are sent for repair, we may not always think
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to remove the data from the storage media, and as such, we may be exposing data

that we would not normally want made public.

Backups

In order to ensure that we can maintain the availability of our data, we will likely

want to maintain backups. Not only do we need to back up the data itself, but we

also need to maintain backups of the equipment and infrastructure that are used to

provide access to the data.

We can perform data backups in a number of ways. We can utilize redundant

arrays of inexpensive disks (RAID) in a variety of configurations to ensure that

we do not lose data from hardware failures in individual disks, we can replicate

data from one machine to another over a network, or we can make copies of data

onto backup storage media, such as DVDs or magnetic tapes.

More advanced
RAID, often redundantly referred to as RAID arrays, was developed in the late

1980s at the University of California at Berkeley [5]. There are a number of dif-

ferent ways to configure RAID, but the ultimate goal is to copy data to more than

one storage device in order to prevent the loss of any one device from destroying

its stored data. The original RAID paper describing the basic concepts, “A case

for redundant arrays of inexpensive disks (RAID),” can be read at the Association

for Computing Machinery (ACM) Digital Library.

Protecting equipment
Last on the list of our concerns for physical security, although still very important

and significant, is protecting our equipment, and, to a certain extent, the facilities

that house it. This category falls last on the list because it represents the easiest and

cheapest segment of our assets to replace. Even in the case of a major disaster that

completely destroys our facility and all the computing equipment inside it, as long

as we still have the people needed to run our operation and are able to restore or

access our critical data, we can be back in working order very shortly. Replacing

floor space or relocating to another area nearby can generally be accomplished

with relative ease, and computing equipment is both cheap and plentiful. Although

it may take us some time to be back to the same state we were in before the inci-

dent, getting to a bare minimum working state technology-wise is often a simple, if

arduous, task.
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Physical concerns for equipment

The physical threats that might harm our equipment, although fewer than those

we might find harmful to people, are still numerous.

Extreme temperatures can be very harmful to equipment. We typically think of

heat as being the most harmful to computing equipment, and this is largely correct.

In environments that contain large numbers of computers and associated equipment,

such as in a data center, we rely on environmental conditioning equipment to keep

the temperature down to a reasonable level, typically in the high-60s to mid-70s on

the Fahrenheit scale, although there is some debate over the subject [6].

Liquids can be very harmful to equipment, even when in quantities as small as

those that can be found in humid air. Depending on the liquid in question, and the

quantity of its present, we may find corrosion in a variety of devices, short cir-

cuits in electrical equipment, and other harmful effects. Clearly, in extreme cases,

such as we might find in flooding, such equipment will often be rendered

completely unusable after having been immersed.

Living organisms can also be harmful to equipment, although in the environ-

ments with which we will typically be concerned, these will often be of the smal-

ler persuasion. Insects and small animals that have gained access to our

equipment may cause electrical shorts, interfere with cooling fans, chew on wir-

ing, and generally wreak havoc.

Note
The term bug being used to indicate a problem in a computer system originated

in September 1947. In this case, a system being tested was found to have a moth

shorting two connections together and causing the system to malfunction. When

the moth was removed, the system was described as having been debugged [7],

and the actual “bug” in question can be seen in Figure 9.4.

Movement in earth and in the structure of our facilities can be a very bad

thing for our equipment. One of the more obvious examples we can look at is an

earthquake. Not only can earthquakes cause structural damage to our facilities,

but the resultant shaking, vibrations, and potential for impacts due to structural

failures can cause a large amount of damage.

Energy anomalies can be extremely harmful to any type of electrical equip-

ment in a variety of ways. If we see issues with power being absent or temporar-

ily not sending the expected amount of voltage, our equipment may be damaged

beyond repair as a result. Good facility design will provide some measure of pro-

tection against such threats, but we generally cannot completely mitigate the

effects of severe electrical issues, such as lightning strikes.

Smoke and fire are very bad for our equipment, as they introduce a number of

harmful conditions. With smoke or fire, we might experience extreme tempera-

tures, electrical issues, movement, liquids, and a variety of other problems.
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Efforts to extinguish fires, depending on the methods used, may also cause as

much harm as the fire itself.

Site selection

When we are planning a new facility, or selecting a new location to which to

move, we should be aware of the area in which the facility will be located. A

number of factors could cause us issues in terms of protecting our equipment and

may impact the safety of our people and data as well. If the site is located in an

area prone to natural disasters such as floods, storms, tornadoes, mudslides, or

similar issues, we may find our facility to be completely unusable or destroyed at

some point.

Similar issues might include areas that have the potential for civil unrest,

unstable power or utilities, poor network connectivity, and extreme temperature

conditions. With the proper facility design, we may be able to compensate for

some problems without great difficulty, by installing power filtering and generators

in order to compensate for power problems, for instance, but others such as the

local temperature, we may ultimately not be able to mitigate to any great extent.

Although potential site selection issues may not completely preclude our use of

the facility, we should be aware that they may cause us problems and plan for such

FIGURE 9.4

The first bug [8].
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occurrences. For certain types of facilities, such as data centers, for instance, it may

be very important for us to have as problem-free of an environment as we can possi-

bly select, and, in the case of such site issues, we may want to look elsewhere.

Securing access

When we discuss securing access to our equipment or our facility, we return again

to the concept of defense in depth. There are multiple areas, inside and outside,

where we may want to place a variety of security measures, depending on the

environment. A military installation may have the highest level of security avail-

able, whereas a small retail store may have the lowest level.

We can often see measures for securing physical access implemented on the

perimeter of the property on which various facilities sit. Very often, we will at

least see minimal measures in place to ensure that vehicle traffic is controlled and

does not enter undesirable places. Such measures may take the form of security

landscaping. For example, we may see trees, large boulders, large cement plan-

ters, and the like placed in front of buildings or next to driveways in order to pre-

vent vehicle entry. At more secure facilities, we might see fences, concrete

barriers, and other more obvious measures. Such controls are generally in place

as deterrents and may be preventive in nature as well.

At the facility itself, we will likely see some variety of locks, whether

mechanical or electronic with access badges, in place on the doors entering the

building. A typical arrangement for nonpublic buildings is for the main entrance

of the building to be unlocked during business hours and a security guard or

receptionist stationed inside. In more secure facilities, we are likely to see all

doors locked at all times, and a badge or key required to enter the building.

Typically, once inside the building, visitors will have limited access to a lobby

area, and, perhaps, meeting and restrooms, whereas those authorized to enter the

rest of the building will use a key or badge to access it.

Once inside the facility, we will often see a variety of physical access controls,

depending on the work and processes being carried out. We may see access con-

trols on internal doors or individual floors of the building in order to keep visitors

or unauthorized people from freely accessing the entire facility. Very often, in the

case where computer rooms or data centers are present, access to them will be

restricted to those that specifically need to enter them for business reasons. We

may also find more complex physical access controls in place in areas, such as

biometric systems.

Environmental conditions

For the equipment within our facilities, maintaining proper environmental condi-

tions can be crucial to continued operations. Computing equipment can be very

sensitive to changes in power, temperature, and humidity, as well as electromag-

netic disturbances. Particularly in areas where we have large quantities of
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equipment, such as we might find in a data center, maintaining the proper condi-

tions can be challenging, to say the least.

When facilities that will contain equipment sensitive to such conditions are con-

structed, they are often equipped with the means to provide emergency electrical

power, often in the form of generators, as well as systems that can heat, cool, and

moderate the humidity, as required. Outside of locations that are so equipped, our

equipment will be at considerably greater risk of malfunction and damage.

Unfortunately, such controls can be prohibitively expensive and we may not find

smaller facilities appropriately equipped.

Physical security in the real world
Physical security is a fact of daily life in both our business and personal lives.

The physical controls we discussed can be seen in use in many environments. We

can see locks, fences, cameras, security guards, lighting, and other such measures

all over the world, in nearly any area we care to look. In higher security environ-

ments, we can begin to see more complex security measures, such as the use of

iris scanners, mantraps (think a phone booth with two doors that lock), identifica-

tion badges equipped to store certificates, and other such tools.

We can also see examples of measures that are put in place to protect people in

almost any office building or public building we walk into. We can almost always

find evacuation routes posted in the form of maps throughout the facility to indi-

cate the different routes, as well as signage indicating meeting places in the case of

an evacuation. We can also see administrative controls in place specifically to pro-

tect people in the background checks that most companies run when hiring, and

the periodic tests that are run in some environments to test for drug use. One of the

best examples of this type of administrative control can be found in the militaries

of various countries. Such institutions often conduct background checks that are

far more rigorous than we would ever find outside of such an environment, and

they continue to do so on an ongoing basis through the careers of their members.

Protecting data is a large concern in any business or institution based on the

use of technology. The idea of keeping backups for data is an institution in the

world of information technology and is a given for most organizations.

Unfortunately, this is not also the case for securing the media on which data is

stored. Although this is not a universal issue, it is frequent enough that we see

security breaches often in the media related to missing backup tapes, stolen lap-

tops, and the like. The concept of residual data has also risen quite a bit higher in

public view lately, with people becoming more aware of the possibility of data

remaining behind on a variety of storage devices, even after attempts have been

made to erase or format the media.

Protecting equipment and facilities is another concept with fairly ubiquitous

acceptance in most commercial industries. The idea that we need to secure
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buildings, set guards where appropriate, and apply any other security measures that

are appropriate to the value of what we are protecting is implicit. This is under-

standable, as the concept of physical security for protecting facilities and equip-

ment is a truly ancient one. We can also see the idea of site selection for security

reasons quite far back in history. The idea of maintaining environmental conditions

in order to facilitate computing environments is rather new, however, and is also

very common in business. Many office buildings are equipped with the large envi-

ronmental and power conditioning systems that are required for such efforts, par-

ticularly those that were built with the inclusion of a data center in mind.

SUMMARY

Physical security controls, to include deterrent, detective, and preventive mea-

sures, are the means we put in place to mitigate physical security issues.

Deterrents aim to discourage those that might violate our security, detective

measures alert us to or allow us to detect when we have a potential intrusion, and

preventive controls actually prevent intrusions from taking place. In isolation,

none of these controls is a complete solution, but together, they can put us on a

much stronger footing for physical security.

Protecting people is the foremost concern when planning our physical security.

Although data and equipment can generally be replaced, when proper precautions

are taken, people can be very difficult to replace. People are fragile creatures, and

one of the best steps we can take when faced with a situation where they might

be harmed is to remove them from the dangerous situation. Additionally, we may

implement a variety of administrative controls in order to keep them safe in their

working environments.

Protecting data, second only to protecting our people, is a highly critical activ-

ity in our world of technology-based business. One of our primary concerns with

data is being able to ensure its availability when it is needed, and another is being

able to ensure that we can completely delete it when we no longer desire to keep

it. One of our main methods of ensuring availability is to perform backups,

whether this is through the use of RAID to protect against storage media failures,

or backups onto removable media such as DVDs or magnetic tape.

Protecting our equipment, although the lowest of the three categories on our

priority list, is still a vital task. When we select the site for our facility, we need

to take into account the threats that might be relevant to the location and take

steps to mitigate them. We also need to take the necessary steps to secure access

outside, to, and within our facility. We have to protect our equipment not only

from those that would intrude from the outside but also from those that have legit-

imate access to the facility, but not to certain areas within it. Lastly, we need to

maintain the appropriate environmental conditions for our equipment to function,

largely power, temperature, and humidity.
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EXERCISES
1. Name the three major concerns for physical security, in order of

importance.

2. Name the three main categories in which we are typically concerned with

physical security.

3. Why might we want to use RAID?

4. What is the foremost concern as related to physical security?

5. What type of physical access control might we put in place in order to

block access to a vehicle?

6. Give three examples of a physical control that constitutes a deterrent.

7. Give an example of how a living organism might constitute a threat to our

equipment.

8. Which category of physical control might include a lock?

9. What is residual data and why is it a concern when protecting the security

of our data?

10. What is our primary tool for protecting people?
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INTRODUCTION

In the world of network security, we may face a number of threats from attackers,

misconfigurations of infrastructure or network-enabled devices, or even from sim-

ple outages. As network dependent as the majority of the world is, loss of net-

work connectivity, and loss of the services that such networks provide, can be

annoying, at best, and can be potentially devastating to businesses.

In early September 2013, civil unrest in Sudan reached a high point, with

large-scale protests prompted by a decision on the part of the Sudanese govern-

ment to end subsidies on fuel. In what appears to have been an attempt to reign in

the protestors, the government deliberately disconnected almost the entire country

from the global networks that comprise the Internet. This was accomplished by

removing all routes from the global routing tables, as well as closing down the

gateways that provide access to the Internet [1]. Sudan remained off-line for

approximately 24 h, before access was restored. The impact of such an event can

be felt in a wide variety of social, personal, and business-impacting ways.

Although the situation in Sudan may be an extreme example, we can see seri-

ous impact from the wide variety of smaller network outages and issues that occur

all over the world every day. Some of these problems may be the result of techni-

cal issues, some may be the result of distributed denial of service (DDoS) attacks

(discussed later in this chapter), and some may be temporary and due to causes

entirely unknown to the network users.

In this chapter, we will discuss some of the issues in protecting networks, and

the various infrastructure and devices we might put in place to do so. We will

also talk about protecting network traffic as it moves over networks, and some of

the tools we might use to verify our security.

Protecting networks
We can look to a variety of avenues to protect our networks and network resources

against the array of threats we might face. We can add security in the form of
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network design by laying out our networks in a fashion that makes them inherently

more secure and resistant to attack or technical mishap. We can also implement a

variety of devices at the borders of, and within, our networks to increase our level of

security, such as firewalls and intrusion detection systems (IDSes).

Security in network design

Proper network design provides us with one of the chief tools we have to protect

ourselves from the variety of network threats we might face. A well-configured

and patched network is the foundation of any security program. With a properly

laid out network, we can prevent some attacks entirely, mitigate others, and,

when we can do nothing else, fail in a graceful way.

Network segmentation can go a long way toward reducing the impact of such

attacks. When we segment a network, we divide it into multiple smaller networks,

each acting as its own small network called a subnet. We can control the flow of traf-

fic between subnets, allowing or disallowing traffic based on a variety of factors, or

even blocking the flow of traffic entirely if necessary. Properly segmented networks

can boost network performance by containing certain traffic to the portions of the net-

work that actually need to see it and can help to localize technical network issues.

Additionally, network segmentation can prevent unauthorized network traffic or

attacks from reaching portions of the network to which we would prefer to prevent

access, as well as making the job of monitoring network traffic considerably easier.

Another design factor that can be of assistance in the goal of securing our net-

works is to funnel network traffic through certain points where we can inspect,

filter, and control the traffic, often referred to as choke points. The choke points

might be the routers that move traffic from one subnet to another, the firewalls or

proxies that control traffic moving within, into, or out of our networks or portions

of our networks, or the application proxies that filter the traffic for particular

applications such as Web or e-mail traffic. Choke points come with some risk

because if they fail the network is compromised. We will discuss some of these

devices at greater length in the next section of this chapter.

Redundancy in network design can prove to be another major factor in helping to

mitigate risk to our networks. Certain technical issues or attacks may render unusable

portions of our networks, network infrastructure devices, border devices such as fire-

walls, or a number of other components that contribute to the functionality of our net-

works. Good network design includes planned redundancy for devices failing,

connectivity being lost, or coming under attack to the point that they are rendered

useless or we lose control of them. For example, if one of our border devices is being

subjected to a DDoS attack, there are few steps we can take to mitigate the attack.

We can, however, switch to a different connection to the Internet, or route traffic

through a different device until we can come to a longer-term solution.

Firewalls

A firewall is a mechanism for maintaining control over the traffic that flows into

and out of our network(s). The concept and first implementations of firewall
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technologies can be traced back to the late 1980s and early 1990s. One of the first

papers to discuss the idea of using a firewall is titled “Simple and Flexible

Datagram Access Controls,” written in 1989 by Jeffrey Mogul [2], then at Digital

Equipment Corporation (DEC). We can also see the first commercial firewall

from DEC, the DEC SEAL, which shipped in 1992 [3].

A firewall is typically placed in a network where we see the level of trust

change. We might see a firewall on the border between our internal network and

the Internet, as shown in Figure 10.1. We may also see a firewall put in place on

our internal network to prevent network traffic of a sensitive nature from being

accessed by those that have no reason to do so.

Many of the firewalls in use today are based on the concept of examining the

packets that are coming in over the network. This examination determines what

should be allowed in or out. Whether the traffic is allowed or blocked can be

based on a variety of factors and largely depends on the complexity of the fire-

wall. For example, we might allow or disallow traffic based on the protocol being

used, allowing Web and e-mail traffic to pass, but blocking everything else.

Packet filtering
Packet filtering is one of the oldest and simplest of firewall technologies. Packet

filtering looks at the contents of each packet in the traffic individually and makes

a gross determination, based on the source and destination IP addresses, the port

number, and the protocol being used, of whether the traffic will be allowed to

pass. Since each packet is examined individually and not in concert with the rest

of the packets comprising the content of the traffic, it can be possible to slip

attacks through this type of firewall.

Stateful packet inspection
Stateful packet inspection firewalls (generally referred to as stateful firewalls)

function on the same general principle as packet filtering firewalls, but they are

Firewall

FIGURE 10.1

Firewall.
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able to keep track of the traffic at a granular level. While a packet filtering fire-

wall only examines an individual packet out of context, a stateful firewall is able

to watch the traffic over a given connection, generally defined by the source and

destination IP addresses, the ports being used, and the already existing network

traffic. A stateful firewall uses what is called a state table to keep track of the

connection state and will only allow traffic through that is part of a new or

already established connection. Most stateful firewalls can also function as a

packet filtering firewall, often combining the two forms of filtering. For example,

this type of firewall can identify and track the traffic related to a particular user-

initiated connection to a Web site, and knows when the connection has been

closed and further traffic should not legitimately be present.

Deep packet inspection
Deep packet inspection firewalls add yet another layer of intelligence to our fire-

wall capabilities. Deep packet inspection firewalls are capable of analyzing the

actual content of the traffic that is flowing through them. Although packet filter-

ing firewalls and stateful firewalls can only look at the structure of the network

traffic itself in order to filter out attacks and undesirable content, deep packet

inspection firewalls can actually reassemble the contents of the traffic to look at

what will be delivered to the application for which it is ultimately destined.

To use an analogy, if we ship a package via one of the common parcel car-

riers, the carrier will look at the size and shape of the package, how much it

weighs, how it is wrapped, and the sending and destination addresses. This is gen-

erally what packet filter firewalls and stateful firewalls can do. Now, if the parcel

carrier were to do all of this as well as open the package and inspect its contents,

then make a judgment as to whether the package could be shipped based on its

contents, this would be much more in line with deep packet inspection.

Although this technology has great promise for blocking a large number of the

attacks, we see today it is slower and introduces some delay. Additionally the

question of privacy is also raised. In theory, someone in control of a deep packet

inspection device could read every one of our e-mail messages, see every Web

page exactly as we saw it, and easily listen in on our instant messaging

conversations.

Proxy servers
Proxy servers are ultimately a specialized variant of a firewall. These servers pro-

vide security and performance features, generally for a particular application,

such as mail or Web browsing. Proxy servers can serve as a choke point (dis-

cussed earlier in the chapter) in order to allow us to filter traffic for attacks or

undesirable content such as malware or traffic to Web sites hosting adult content.

They also allow us to log the traffic that goes through them for later inspection,

and they serve to provide a layer of security for the devices behind them, by serv-

ing as a single source for requests.
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Proxy servers are nearly ubiquitous in the business world, largely due to the

filtering capability they provide. Many companies rely on them to keep the

large amounts of spam that flow over e-mail from reaching their users and low-

ering productivity. We also see them used to filter Web traffic in such environ-

ments in order to keep employees from visiting Web sites that might have

objectionable material and to filter out traffic that might indicate the presence

of malware. Again the major issue with them is delay introduced with addi-

tional step of inspection.

DMZs
A DMZ, or demilitarized zone, is generally a combination of a network design

feature and a protective device such as a firewall. As we discussed earlier in the

“Security in Network Design” section, we can often increase the level of security

on our networks by segmenting them properly. When we look at systems that

need to be exposed to external networks such as the Internet in order to function,

such as mail servers, proxy servers, software as a service application, and Web

servers, we need to ensure their security and the security of the devices on the

network behind them. We can often do this by putting a layer of protection

between the device, such as our mail server, and the Internet, and between the

rest of our network and the device, as shown in Figure 10.2.

This allows only the traffic that needs to reach the mail server—for instance,

Internet Message Access Protocol (IMAP) and Simple Message Transfer Protocol

(SMTP) on ports 143 and 25, respectively—to reach our mail server, and the

same ports to pass through on our network. Presuming that no other services are

running on the same system, we could restrict the traffic going into and out of the

DMZ where our mail server sits to those particular ports.

External firewallInternal firewall

DMZ

FIGURE 10.2

DMZ.
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Network intrusion detection systems

IDSes monitor the networks, hosts, or applications to which they are connected

for unauthorized activity. There are several types of IDSes, including host-based

intrusion detection systems (HIDSes), application protocol-based intrusion detec-

tion systems (APIDSes), and network-based intrusion detection systems

(NIDSes). We will focus on NIDSes in this chapter, returning to HIDSes and

APIDSes in Chapters 11 and 12, respectively.

NIDSes will typically be attached to the network in a location where they can

monitor the traffic going by, but they need to be placed carefully so that they are

not overloaded. Placing an NIDS behind another filtering device, such as a fire-

wall, can help to eliminate some of the obviously spurious traffic in order to

decrease the traffic the NIDS needs to inspect. As NIDSes need to examine a

large amount of traffic on a typical network, they can generally do only a rela-

tively cursory inspection in order to determine whether the situation on the

network is normal or not. Because of this, an NIDS may miss some types of

attacks, particularly those that are specifically crafted to pass through such inspec-

tions. Packet crafting attacks involve very specifically designed packets of traffic

that carry attacks or malicious code, but are designed to avoid detection by

IDSes, firewalls, and other similar devices. Combining functions like firewalls

and IDSs into one correlated capability starts the defense in depth security

program organizations depend on today.

IDS detection methods
IDSes are often classified by the way they detect attacks. In general, they are

divided into two main categories: signature-based detection and anomaly-based

detection.

Signature-based IDSes work in a very similar fashion to most antivirus

systems. They maintain a database of the signatures that might signal a particular

type of attack and compare incoming traffic to those signatures. In general, this

method works well, except when we encounter an attack that is new, or has been

specifically constructed in order to not match existing attack signatures. One of the

large drawbacks to this method is that many signature-based systems rely solely on

their signature database in order to detect attacks. If we do not have a signature for

the attack, we may not see it at all. In addition to this, the attacker crafting the traf-

fic may have access to the same IDS tools we are using and may be able to test the

attack against them in order to specifically avoid our security measures.

The other major method of IDS detection is anomaly-based detection.

Anomaly-based IDSes typically work by taking a baseline of the normal traffic

and activity taking place on the network. They can measure the present state of

traffic on the network against this baseline in order to detect patterns that are not

present in the traffic normally. Such methods can work very well when we are

looking to detect new attacks or attacks that have been deliberately assembled to

avoid IDSes. On the other hand, we may also see larger numbers of false
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positives from anomaly-based IDSes than we might from signature-based IDSes.

If the traffic on the network changes from what was present when we took our

baseline, the IDS may see this as indicative of an attack and likewise for legiti-

mate activity that causes unusual traffic patterns or spikes in traffic.

We can, of course, put an IDS in place that gives us some of the advantages

of each type of detection and use both the signature-based and anomaly-based

methods in a single IDS. This will allow us much more flexibility in detecting

attacks, although perhaps at the expense of operating a bit more slowly and caus-

ing a lag in detection.

Protecting network traffic
In addition to protecting our networks from intrusion, we also need to look to the

traffic that flows over them. In line with the concept of defense in depth, we want

to put in place as many layers of security as is appropriate for the value of what

we are securing. Even when we are in an environment that we consider to be

secure, we may be subject to a variety of attacks, and we would be foolish to not

put protections in place in anticipation of such an eventuality occurring.

The impact of intercepted data

One of the largest concerns when we are sending sensitive data over a network is

of having the data intercepted by someone that might misuse it. Given the many

networks available today in offices, hotels, coffee shops, restaurants, and other

places, the opportunity to accidentally expose data to an attacker is large.

When we send data over networks that are not secure or trusted, an eavesdrop-

per can glean a large amount of information from what we send. If we use appli-

cations or protocols that do not encrypt what they are sending over the network,

we may end up giving our login credentials, credit card numbers, banking infor-

mation, and other data to anyone that happens to be listening.

Data can be intercepted from both wired and wireless networks, often with

very little effort, depending on the design of the network. We will discuss some

of the tools that can be used to perform such interception later in the chapter.

Wireless exposure
Wireless networks, in particular, are one of the major security risks when we con-

sider places where our data might be exposed. Free wireless Internet access is

commonly provided today in a number of places. Although it may be nice to be

able to get network access for free, many people do not understand the security

risk that accompanies such a service. In general, such networks are set up without

a password and without encryption of any kind, which we would normally see in

place in order to protect the confidentiality of the traffic flowing over the net-

work. Even in cases where a password is required to access the network, such as
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we might find in a hotel, if everyone else in the hotel is on the network as well,

they may be able to see our data.

Although such insecure networks are a security problem, they are not an

insurmountable one. We will discuss one of the tools we might use to secure such

connections in the next section.

Virtual private networks

The use of virtual private networks (VPNs) can provide us with a solution for send-

ing sensitive traffic over unsecure networks. A VPN connection, often referred to

as a tunnel, is an encrypted connection between two points. This is generally

accomplished through the use of a VPN client application on one end of the con-

nection and a device called a VPN concentrator on the other end. The client uses

the software to authenticate to the VPN concentrator, usually over the Internet, and

after the connection has been established, all traffic exchanged from the network

interface connected to the VPN flows through the encrypted VPN tunnel.

VPNs are often used to allow remote workers to connect to the internal

resources of an organization. When such a connection has been established, the

connected device is able to act as though it were connected directly to the internal

network of the organization hosting the connection. This can be very useful as it

allows us to enable greater access for a remote worker than we would normally

be able to do securely when the worker is outside the borders of our network.

In addition to allowing us access to the internal resources of our organization,

VPNs may also be used to protect or anonymize the traffic we are sending over

untrusted connections. Companies such as StrongVPN sell their services to the

public for exactly such purposes, allowing us to protect the contents of our traffic

from logging by our Internet service providers (ISPs) or being sniffed by others

on the same network, to obscure our geographical location and bypass location-

oriented blocking.

Such services are also popular with those that engage in peer-to-peer (P2P)

file-sharing services. Such activity is often flagged by ISPs and by organizations

such as the Motion Picture Association of America (MPAA) and the Recording

Industry Association of America (RIAA) in order to prosecute those engaged in

copyright infringement. VPNs can allow both the traffic and the actual IP

addresses of those that engage in such activities to remain hidden from those that

would seek them out.

Wireless network security

As we discussed earlier in this chapter, unsecured wireless networks freely broad-

cast our data for anyone with the appropriate (and very common) technology to

hear. The present record for an unamplified 802.11 wireless connection is about

237 miles [4]. Although this was under ideal conditions, it does give us some

idea of how far our wireless signals might carry. This means that, even in a much
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less favorable radio frequency (RF) environment, such as we might find in a resi-

dential area, someone miles away, with the right antenna, could potentially be

eavesdropping on our network traffic.

In addition to the issues with our traffic being potentially listened in on, there is

also the possible issue of wireless devices being placed without our knowledge. In

particular, wireless access points being attached to our network without authoriza-

tion, commonly known as rogue access points, can present a serious security issue.

For example, if we worked in an area where wireless was prohibited, we

might find that an enterprising individual decided to bring in an access point of

his or her own and install it under his or her desk, in order to provide wireless

access to a nearby outdoor smoking area. Although this might not have been done

with bad intentions in mind, this one simple action may have invalidated the

entire set of carefully planned network security measures we have put in place by

creating a back door.

If the rogue access point in our example was set up with poor security or no

security at all, our well-intentioned access point installer would have just pro-

vided anyone within range of the access point with an easy path directly into our

network, bypassing any border security that we might have in place. There is a

possibility that a network IDS might pick up the activity from the rogue access

point, but there is no guarantee of this. The simple solution to finding such rogue

equipment is to carefully document the legitimate devices that are part of the

wireless network infrastructure and regularly scan for additional devices using

some of the wireless scanning tools which we will discuss later in this chapter.

For the legitimate and authorized devices on our network, our chief method of

protecting the traffic that flows through them is the use of encryption. The

encryption used by 802.11 wireless devices, the most common of the wireless

family of network devices, breaks down into three major categories: Wired

Equivalent Privacy (WEP), Wi-Fi Protected Access (WPA), and Wi-Fi Protected

Access version 2 (WPA2). Of these, WPA2 is the most current and offers the

strongest inherent security.

Secure protocols

One of the simplest and easiest ways we can protect our data is to use secure pro-

tocols. Many of the more common and older protocols, such as File Transfer

Protocol (FTP) for transferring files, Telnet for interacting with remote machines,

Post Office Protocol (POP) for retrieving e-mail, and a host of others, deal with

data in an insecure manner. Such protocols often send sensitive information, such

as logins and passwords, in cleartext (remember back to Chapter 5) over the net-

work. Anyone listening on the network with a properly positioned sniffer can

pick up the traffic from such protocols and easily glean the sensitive information

from the traffic they send.

Many insecure protocols have secure equivalents, as we will discuss at greater

length in Chapter 12. In brief, we can often find a secure protocol with the type
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of traffic we wish to carry. Instead of operating over the command line with

Telnet, we can use Secure Shell (SSH), and instead of transferring files with FTP,

we can use Secure File Transfer Protocol (SFTP), which is also based on SSH.

SSH is a very handy protocol for securing communications as we can send

many types of traffic over it. It can be used for file transfers and terminal access,

as we mentioned, and to secure traffic in a variety of other situations, such as

when connecting to a remote desktop, communicating over a VPN, mounting

remote file systems, and any number of other tasks. The encryption used by SSH

is RSA, a public key encryption algorithm.

Mobile device security
As mobile devices become more prevalent all the time, they also represent a num-

ber of security issues. Such devices are fairly powerful in the sense of hardware

resources and capabilities, and are generally connected to a network of some vari-

ety at all times. They move in and out of environments with regularity, store and

transmit data without notice, and may or may not be compliant with basic security

measures that we would consider normal on any standard “nonmobile” computer.

What is a mobile device?

When we hear the term mobile device discussed, we typically think of smart-

phones and tablets, at the present time largely running IOS from Apple or

Android from Google, with a smattering of others thrown in. Additionally, there

are a variety of head-mounted devices, smartwatches, and all manner of other

devices. Finally we have USB or thumb drives. Mobile devices are used to send

and receive e-mail, surf the web, manipulate documents, play videos, listen to

music, play games, and numerous other activities; in short, these devices can per-

form most of the same functions as a nonmobile device.

The definition of what is and is not a mobile device has become considerably

more blurred in recent years. Presently we have smartphones which rival the pro-

cessing power and storage of some computers and have similarly capable operat-

ing systems. On the other hand, we have computers, including very small and

light ultrabooks and devices such as the Raspberry Pi which run on minimal hard-

ware and use very little power, some even running “mobile” operating systems

such as Android. As distinguishing between these devices is largely a question of

design philosophy rather than physical capability, the general inclination is to

treat them the same from a security perspective. The most practical definition is

any device that can access external systems or be acceded while not behind the

organizations’ security infrastructure.

One of the potential areas where the difference between mobile and other

devices actually is visible, from a security perspective, is centralized management

of the data on them.
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Mobile device management

While most devices that are not running a mobile operating system, that is,

Windows, OS X, Linux, etc. have a well-established seat of tools and features

that allow them to be centrally managed, this may not hold true with mobile

devices. We generally want to be able to mandate patching and software

upgrades, force changing of passwords at some interval, regulate and track

installed software, adjust settings to a standard dictated by our policies, and a

number of other similar functions. In order to enable these types of tasks, we gen-

erally turn to an external Mobile Device Management (MDM) solution such as

those developed by Good Technologies, MobileIron, and a number of others.

The exact architecture of an MDM solution will vary from one vendor to

another, but most utilize an agent on the mobile device that exists to enforce a

certain configuration on the client. These agents typically regulate access to enter-

prise resources, such as e-mail, calendaring, or network resources, and can discon-

tinue access by the client in the event that it becomes noncompliant in

configuration, is stolen, or the user’s employment is terminated. Additionally,

many MDM solutions enable the device to be remotely wiped, either completely

or just corporate data, and/or disabled entirely.

As the distinction between mobile and nonmobile devices becomes narrower

all the time, vendors of MDM solutions have begun to implement support of

some devices that have been traditionally considered nonmobile. While this may

seem like a considerable overlap with existing enterprise management tools, the

ability to remotely manage both mobile and nonmobile devices using the same

tools and techniques would result in less load on administrative resources, and

would enable a greater uniformity across the set of devices in question.

Bring your own device

The term Bring Your Own Device (BYOD) is often brought up when discussing

mobile device security. BYOD generally refers to an organization’s strategy and

policies regarding the use of personal versus corporate devices. This can range

from only corporate-owned devices being allowed to interact with enterprise

resources to only personal devices being used and any combination in between.

BYOD is very popular with folks managing the budget because they are leverag-

ing equipment that the organization didn’t pay for. In some cases, they will push

to move to BYOD without addressing the security because of the savings.

Allowing only corporate-owned devices can enable a considerably more uni-

form and secure base of mobile devices for the organization to manage.

Depending on the policy implementation, we may choose to disallow the use of

personal e-mail and file-sharing applications, for instance, and disable the capabil-

ity of installing new applications that are not business related through an MDM

solution, as discussed earlier in this section. We can also force users to install
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updates and security patches, change their password regularly, and any number of

similar items which lead to a more secure mobile environment.

Choosing the other end of the spectrum, in which only personal devices are

used and are not managed with MDM, precludes the use of many of these capa-

bilities. Although some tools do exist that allow minimal control over devices as

a function of connecting them to a centralized mail server, such as Microsoft

Exchange, without active monitoring a savvy technical user can often subvert

such measures with a small amount of effort. While this may be a good choice

for a very small organization with minimal resources to administer a complex

mobile infrastructure, this would likely not be optimal for a large enterprise.

The middle path, adopted by many organizations, is to allow some measure of

each. In many cases, this results in a mix of personal and corporate-owned

devices, perhaps with some restriction of capabilities for those with personal

devices. In this way, we can allow the more secure and more trusted devices

access to a greater set of resources, while still allowing personal devices to access

basic services such as e-mail, providing that they agree to have these devices

managed by an MDM tool and accept a reasonable set of security features. At the

end of the day, this is a balance between cost and risk management.

Network security tools
We can use a broad variety of tools to improve our network security. Many of

these tools are the same as those used by attackers penetrating our networks, and

this is one of the main reasons they are useful to us. The only difference is secu-

rity tools are used by authorized users. It would not be wise to use any of the

tools discussed in this book without clear written permission. We can use the

same tools attackers use to penetrate our defenses in order to shore them up. By

using such tools to locate security holes in our networks, we can patch up these

holes to keep the attackers out.

More advanced
An enormous number of security tools are on the market today, and many of

them are free or have free alternatives. Many run on Linux operating systems,

and some of them can be a bit difficult to configure. Fortunately, we can try out

such tools without having to set them up by using one of the Security Live CD

distributions that come with all of the tools preconfigured. One of the better-

known and more thorough distributions is Kali, available for download at http://

www.kali.org/.

The key to using such an assessment strategy is to conduct assessments thor-

oughly and regularly enough that we are able to find the holes before the
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attackers do. If we only perform such testing, commonly known as penetration test-

ing, on an occasional and shallow basis, we will likely not catch all the issues pres-

ent in our environment. Additionally, as the various network hardware devices and

the software running on them are updated, added, or removed over time, the vulner-

abilities present in our environment will change as well. It is also important to note

that the vast majority of the tools we might use will only be capable of finding

known issues. New or unpublished attacks or vulnerabilities, commonly known as

zero-day attacks, can still take us by surprise when they surface.

Wireless

As we discussed earlier in the chapter, attackers accessing a wireless device can

potentially bypass all our carefully planned security measures. Worse yet, if we

do not take steps to ensure that unauthorized wireless devices, such as rogue

access points, are not put in place on our network, we could be allowing a large

hole in our network security and never know it.

We can use several tools to detect wireless devices. One of the best-known

tools for detecting such devices is called Kismet, which runs on Linux and can be

found on the Kali distribution. Kismet is commonly used to detect wireless access

points and can find them even when attempts have been made to make doing so

difficult. A similar piece of software, called NetStumbler, exists for Windows,

although it does not have as full a feature set as Kismet.

In addition to detecting wireless devices, some tools can enable us to break

through the different varieties of encryption that are in use on such networks.

Many tools for such purposes exist, but a few of the more common ones for

cracking WEP, WPA, and WPA2 include coWPAtty and Aircrack-NG.

Port scanners

Scanners are one of the mainstays of the security testing and assessment industry.

We can generally break these into two main categories: port scanners and vulner-

ability scanners. There is some overlap between the two, depending on the partic-

ular tool we are talking about.

One of the more famous port scanners that we might want to use is a free tool

called Nmap, short for network mapper. Although Nmap is generally referred to

as a port scanner, we actually do it a bit of a disservice to call it that. Although

Nmap can conduct port scans, it can also search for hosts on a network, identify

the operating systems those hosts are running, detect the versions of the services

running on any open ports, and much more.

For the most part, in terms of network security, scanners are the most useful

when used as a tool for discovering the networks and systems that are in our envi-

ronment. We will discuss some of the uses for scanners that are more specific to

operating system security in Chapter 11.
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Packet sniffers

A network or protocol analyzer, also known as a packet sniffer, or just plain

sniffer,1 is a tool that can intercept traffic on a network, commonly referred to as

sniffing. Sniffing basically amounts to listening for any traffic that the network

interface of our computer or device can see, whether it was intended to be

received by us or not.

Alert!

One of the key elements in employing a sniffer is to place it on the network in

the proper position to allow us to actually see the traffic we would like to sniff.

In most modern networks, the traffic is segmented in such a fashion that we will

likely not be able to see much traffic at all, other than what we are generating

from our own machine. In order to be able to sniff properly, we will likely need

to gain access to one of the higher-level network switches and may need to use

specialized equipment or configurations to allow us access to our target traffic.

Tcpdump is a classic sniffing tool, and it has been around since the late

1980s. Tcpdump is a command-line tool that allows us to monitor the activities of

the network to which we are attached and has only a few other key features, such

as filtering of traffic. Tcpdump runs only on UNIX-like operating systems, but a

version has been ported to Windows, called WinDump.

Wireshark, previously known as Ethereal, is a fully featured sniffer that is

capable of intercepting traffic from a wide variety of wired and wireless sources.

It has a graphical interface, as shown in Figure 10.3; it includes a large number of

filtering, sorting, and analysis tools; and it is one of the more popular sniffers on

the market today. Wireshark can also import data from other applications like

Tcpdump. Wireshark is a great tool for troubleshooting traffic on the network so

is used my many network operations teams as well as security teams.

Kismet, which we discussed in the “Wireless” section, is also a specialized

sniffer. Although many of the other sniffers are network media agnostic, for the

most part, Kismet will only sniff from wireless networks. Owing to this very spe-

cific focus, it can provide us with a much more specific set of tools.

We may also see packet sniffers in hardware form, such as the OptiView

Portable Network Analyzer from Fluke Networks. Although we can definitely benefit

from well-equipped portable analyzers such as this, they often tend to be very expen-

sive and well beyond the budget of the average network or security professional.

Honeypots

Honeypots are a somewhat controversial tool in the arsenal of those we can use

to improve our network security. A honeypot can detect, monitor, and sometimes

1Sniffer is a registered trademark of Network General Corporation. We use the term sniffer in the

generic sense in this book.
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tamper with the activities of an attacker. Honeypots are configured to deliberately

display vulnerabilities or materials that would make the system attractive to an

attacker. This might be an intentionally vulnerable service, an outdated and

unpatched operating system, a network share named “top secret UFO documents,”

or other similar items that might serve as bait for an attacker.

One of the interesting things about honeypots is that the vulnerabilities or data

that is left out to bait the attacker is entirely false. In reality, honeypots are con-

figured to display these items so that we can catch the attackers and monitor what

they are doing on the system without their knowledge. This might be done in an

effort to provide an early warning system for a corporation, as a method of

researching what methods attackers are using, or as an intentional target to moni-

tor the activities of malware in the wild.

We can also expand honeypots into larger structures by setting up several such

systems in a network, often referred to as a honeynet. Honeynets can allow us to

set up multiple honeypots with varying configurations and vulnerabilities, gener-

ally with some sort of centralized instrumentation for monitoring all the honeypots

on the network. Honeynets can be particularly useful for large-scale monitoring of

malware activity, as we can emulate a variety of different operating systems and

vulnerabilities for our target systems to display. These systems can be used inter-

nally to a network to detect insider threats as well as the threats that got inside.

FIGURE 10.3

Wireshark.

166 CHAPTER 10 Network Security



Additional resources
An excellent resource for more information on honeypots and honeynets is the

Honeynet Project at www.honeynet.org/. The Honeynet Project provides access to

a variety of resources, including software, the results of research, and numerous

papers on the subject.

Firewall tools

In our kit of network tools, we may also find it useful to include those that can

map the topology of and help locate vulnerabilities in our firewalls. Hping3 is a

well-known and useful tool for such efforts. It is able to construct specially

crafted Internet Control Message Protocol (ICMP) packets in such a way as to

evade some of the normal measures that are put in place to prevent us from see-

ing the devices that are behind a firewall. We can also script the activities of

Hping3 in order to test the responses of firewalls and IDSes, so that we can get

an idea of the rules on which they are operating.

We can also use a variety of the other tools we have discussed in this section

to test the security of our firewalls. We can use port and vulnerability scanners to

look at them from the outside in order to find any ports that are unexpectedly

open, or any services running on our open ports that are vulnerable to known

attacks. We can also use sniffers to examine the traffic that is entering and leav-

ing firewalls, presuming that we can get such a tool in place in a network location

that will enable us to see the traffic.

Network security in the real world
We can see the use of network security nearly everywhere on the Internet today.

In businesses and in government organizations, we can see concerted efforts at

designing secure networks, including the implementation of firewalls and IDSes.

Depending on the industry we are referring to, our business may depend entirely

on the success of such measures in keeping us secure. If we look at network-

focused companies such as eBay and Amazon, the vast majority of their business

is conducted directly over the Internet. If they did not have rigid security mea-

sures in place, and they did not continuously evaluate them in order to find weak-

nesses, their businesses would quickly fail due to lack of trust.

On the back end of such organizations, we can also find a variety of security

measures that are put in place to keep the traffic and activities of their employees

and users secure. Business use of VPN connections is very common, as this

allows employees who are working from home or on the road to use internal net-

work resources. We can also see the use of secure protocols when those that are

outside the corporate firewalls are communicating with externally exposed servers
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in order to exchange e-mail, send files, communicate over instant messaging, and

so forth.

As we mentioned, such companies also need to constantly evaluate their own

security measures. We can use a number of tools to do so from a network per-

spective, including the few we discussed in this chapter, and many more. It is

important to understand that such tools often do not fall cleanly across the lines

of network security, operating system security, and application security, but often

encompass one or more, if not all, of these aspects. This reflects the need to

ensure security in all of these ways, and that these categories overlap heavily.

SUMMARY

When we protect our networks, we do so from a variety of different angles. We

use secure network design to ensure that we have our networks segmented prop-

erly, that we have the proper choke points in order to allow monitoring and con-

trol of traffic, and that we are redundant where redundancy is needed. We also

implement security devices such as firewalls and IDSes in order to protect us

both inside and outside our networks.

In addition to protecting the networks themselves, we also need to look to pro-

tecting our network traffic. Owing to the nature of our networks, whether wired

or wireless, it is often possible to eavesdrop on the traffic that travels over them.

In order to protect our traffic, we can use VPNs to secure our connections when

we use untrusted networks, we can use security measures specific to wireless net-

works when we need to use them, and we can make use of secure protocols as a

general security measure.

In our efforts to provide for our network security, we may use a variety of

security tools. When dealing with wireless networks, we can use tools that are

specifically suited to tasks, such as Kismet or NetStumbler. We can also listen in

on network traffic with tools such as Wireshark or Tcpdump, scan for devices on

our networks using tools such as Nmap, and test our firewalls using hping3 and

other similar utilities. We can also place devices called honeypots on our net-

works specifically to attract the attention of attackers in order to study them and

their tools and to alert us to their presence.

EXERCISES
1. For what might we use the tool Kismet?

2. Explain the concept of segmentation.

3. What risks might be present with a permissive BYOD policy in an

enterprise?
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4. What are the three main types of wireless encryption?

5. What tool might we use to scan for devices on a network?

6. Why would we use a honeypot?

7. Explain the difference between signature and anomaly detection in IDSes.

8. What would we use if we needed to send sensitive data over an untrusted

network?

9. What would we use a DMZ to protect?

10. What is the difference between a stateful firewall and a deep packet

inspection firewall?
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• Software firewalls and host intrusion detection

• Operating system security tools

INTRODUCTION

When we seek to protect our data, processes, and applications against concerted

attacks, one of the largest areas in which we find weaknesses is on the operating

system that hosts all of these (be it a computer, router, or smartphone). If we do

not take care to protect our operating systems, we really have no basis for getting

to a reasonably strong security posture.

There are a number of ways by which we can mitigate the various threats and

vulnerabilities we might face from an operating system perspective. One of the

easiest categories we can point out is operating system hardening. We can use

this technique when we are configuring hosts that might face hostile action in

order to decrease the number of openings through which an attacker might ulti-

mately reach us.

We can also add tools and applications to our operating system that are

designed to combat some of the techniques attackers might use against us. The

most common and obvious of these is the use of anti-malware tools, which we

will discuss later in this chapter, that protect us from the broad variety of mali-

cious code to which our system might be exposed, particularly if it is Internet fac-

ing. In the same general class of software, we can also look to software firewalls

and host-based intrusion detection systems (HIDS) in order to block unwanted

traffic and to alert us when undesirable network traffic is arriving at, or originat-

ing from, our systems.

Additionally we can use the large number of security tools that are available

to help us detect potentially vulnerable areas on our hosts. We might use such

tools to find services that we did not discover during our hardening effort, locate

network services that are known to contain exploitable flaws, validate our patch-

ing is up to date and generally inspect/audit our systems.

Through the combination of all these efforts, once again to return to the con-

cept of defense in depth, we can mitigate many of the security issues we might

find on the hosts for which we are responsible.

Operating system hardening
When we look at operating system hardening, we arrive at a new concept in infor-

mation security. One of the main goals of operating system hardening is to reduce

the number of available avenues through which our operating system might be

attacked. The total of these areas is referred to as our attack surface [1]. The

larger our attack surface is, the greater chance we stand of an attacker
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successfully penetrating our defenses. Each area in which we are potentially inse-

cure adds to our attack surface, and each area in which we have applied security

measures decreases it.

There are six main ways in which we can decrease our attack surface, as listed

here and shown in Figure 11.1:

1. Removing unnecessary software

2. Removing or turning off unessential services

3. Making alterations to common accounts

4. Applying the principle of least privilege

5. Applying software updates in a timely manner

6. Making use of logging and auditing functions

Remove all unnecessary software

Alert!
We should always exercise great care when making changes to operating system

settings, tools, and software. Some of the changes we might make could have

unintended effects on the way our operating system functions, and a production

machine is not the place to learn this through experience. Researching changes

carefully and testing on lab systems before we make changes is always a good

policy.

Each piece of software installed on our operating system adds to our attack

surface. Some software may have a much greater effect than others, but they all

add up. If we are truly seeking to harden our operating system, we need to take a

FIGURE 11.1

Six main hardening categories.

173Operating system hardening



hard look at the software that should be loaded on it, and take steps to ensure that

we are working with the bare minimum need for a functional system.

If we are preparing a Web server, for instance, we should have the Web server

software, any libraries or code interpreters that are needed to support the Web

server, and any utilities that deal with the administration and maintenance of the

operating system, such as backup software and remote access tools. We should

remove applications like Microsoft office or services like File Transfer Protocol

(FTP). We really have no reason to install anything else if the system is truly

going to function solely as a Web server.

Our problems begin to arise when we see other software installed on the

machine, often with the best of intentions. For example, let us say that one of our

developers logs in remotely and needs to make a change to a Web page on the

fly, so they install the Web development software they need. Then they need to

evaluate the changes, so they install their favorite Web browser and the associated

media plug-ins, such as Adobe Flash and Acrobat Reader, as well as a video

player to test the video content. In very short order, not only do we have software

that should not be there, but the software quickly becomes outdated since it is not

patched, because it is not “officially” installed so is not part of the configuration

management plan. At this point, we have a relatively serious security issue on an

Internet-facing machine.

Remove all unessential services

In the same vein as removing unneeded software, we should also remove or dis-

able unessential services. Many operating systems ship with a wide variety of ser-

vices turned on in order to share information over the network, locate other

devices, synchronize the time, allow files to be accessed and transferred, and per-

form other tasks. We may also find that services have been installed by various

applications, to provide the tools and resources on which the application depends

in order to function.

Turning operating services off can be an exercise in experimentation and frus-

tration. In many cases, such services are not named in a fashion that indicates

their actual function, and tracking down what each of them is doing may require

a bit of research. One of the best things to do first when we are seeking to locate

such extraneous services is to determine the network ports on which the system is

actually listening for network connections. Many operating systems have built-in

utilities that will allow us to do this, such as netstat on Microsoft operating sys-

tems, but we can also put Nmap to use for such tasks.

As we discussed in Chapter 10, Nmap can allow us to discover the devices on

our networks, but it can also allow us to determine on which network ports a

given system is listening. If we run the following Nmap command:

Nmap ,IP address.

we will see results similar to those shown in Figure 11.2.
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In this case, we can immediately point out several common services running

on the target:

• Port 22 Remote access to the system, secured with Secure Shell (SSH)

• Port 53 Domain name system (DNS), which translates friendly names to IP

addresses

• Port 80 Hypertext Transfer Protocol (HTTP), which serves Web content

• Port 443 Hypertext Transfer Protocol Secure (HTTPS), which serves Web

pages secured with Secure Sockets Layer (SSL) and/or Transport Layer

Security (TLS)

Several other ports are open as well, running various services. We can use this

information as a starting place for closing down undesirable services. In the case

of our example target, ports 22, 80, and 443 being open might be notable if we

did not intend to allow remote access or serve Web content.

Alter default accounts

A common weakness in many operating systems is the use of accounts known to

be standard. In many operating systems (as well as some applications), we can

find the equivalent of a guest account and an administrator account. We may also

find a variety of others, including those intended for the use of support personnel,

to allow services or utilities to operate, and a plethora of others, widely varying

by the operating system vendor, version, and so forth. Such accounts are com-

monly referred to as default accounts.

FIGURE 11.2

Nmap scan result.
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In some cases, the default accounts may come equipped with excessively liberal

permissions to regulate the actions they are allowed to carry out, which can cause a

great deal of trouble when they are being used by an informed attacker. We may

also find that default accounts are set with a particular password or no password at

all. If we allow such accounts to remain on the system with their default settings,

we may be leaving the proverbial doors that protect access to our system wide

open so that attackers can simply stroll right in and make themselves at home.

Typical measures we would take to mitigate such security risks are generally

very simple to carry out. We should first decide whether the accounts are needed at

all, and disable or remove any we will not be using. In the case of guest accounts,

support accounts, and others of a similar nature, we can often quickly and easily turn

the accounts off or remove them entirely without causing problems for ourselves. In

the case of administrative accounts, often with names such as administrator, admin,

or root, we may not be able to safely remove them from the system, or the operating

system may prevent us from doing so. In most cases, however, such accounts can be

renamed in order to confound attackers who might attempt to make use of them.

Lastly, we should not leave any account with a default password, no matter what its

status; as such passwords are often documented and well known.

Apply the principle of least privilege

As we discussed in Chapter 3, the principle of least privilege dictates that we

only allow a party the absolute minimum permission needed for it to carry out its

function. Depending on the operating system in question, we may find this idea

put into practice to a greater or a lesser extent. In almost any modern operating

system, we can find the tasks a particular user is allowed to carry out separated

into those that require administrative privileges and those that do not.

In general, normal operating system users are allowed to read and write files,

and perhaps execute scripts or programs, but they are limited to doing so within a

certain restricted portion of the file system. Normal users are generally not

allowed to carry out tasks such as modifying the way hardware functions, making

changes to the files on which the operating system itself depends, and installing

software that can change or affect the entire operating system. Such activities are

generally restricted to those users that are allowed administrative access.

On most UNIX and Linux-like operating systems, we can often see such roles

strictly enforced. Although it would be possible for the administrator of such a

system to allow all users to act with the privileges of an administrator, this is gen-

erally not the convention and administrative or “root” access is often guarded

carefully. On Microsoft operating systems, we can often find the exact opposite

to be true. On a windows system the default is to give users more control, so care

needs to be taken to change permissions to be more restrictive. While there are

more threats focused on MS due to the fact they have larger market share, the

security posture for any system is based on the administrator. The same paradigm

exists between Apple IOS and Android IOS in the smartphone market.
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When we allow the average system user to regularly function with administra-

tive privileges, we leave ourselves open to a wide array of security issues. If the

user executes a malware-infected file or application, he does so as the administra-

tor and that program has considerably more freedom to alter the operating system

and other software installed on the host. If an attacker compromises a user’s

account, and that account has been given administrative rights, we have now

given the keys to the entire system directly to the attacker. Nearly any type of

attack we might discuss, launched from nearly any source, will have considerably

more impact when allowed access to administrative rights on a host. Thus one of

the first actions a hacker will take if they break in via a user account is privilege

escalation. It is important to monitor admin accounts for misuse!

If, instead, we limit the privileges on our systems to the minimum needed in

order to allow our users to perform their required tasks, we go a long way toward

mitigating many security issues. In many cases, attacks will fail entirely when an

attacker attempts to run them from a user account running with a limited set of

permissions. This is a very cheap security measure we can put in place and is

simple to implement. Many users will complain about the inability to install new

software, so it is key to have policy supporting this practice and ensure users

understand the reason for the policy.

Perform updates

Regular and timely updates to our operating systems and applications are critical

to maintaining strong security. New attacks are published on a regular basis, and

if we do not apply the security patches released by the vendors that manufacture

our operating systems and applications, we will likely fall victim very quickly to

a large number of well-known attacks.

We can look to the various items of malware propagating over the Internet at

any given time as an excellent example of this idea. Many pieces of malware are

able to spread by exploiting known vulnerabilities that have long since been

patched by the software vendors. Although it does pay to be prudent when plan-

ning to install software updates and to test them thoroughly before doing so, it is

generally unwise to delay this process for very long.

One of the most crucial times to ensure that we have properly patched a sys-

tem is directly after we have finished installing it. If we connect a newly installed

and completely unpatched system to our network, we may see it attacked and

compromised in very short order, even on internal networks. The commonly con-

sidered best practice in such a situation is to download the patches onto remov-

able media and use this media to patch the system before ever connecting it to a

network. Part of solid configuration management program is to monitor patch

announcements. There are services that will do this for you. You must also con-

sider auto patching for systems like your home computer. Patching is one of the

most important parts of your security program (even it is part of the IT depart-

ment function).
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Turn on logging and auditing

Last, but certainly not least, we should configure and turn on the appropriate logging

and auditing features for our system. Although the particulars of how we

configure such services may vary slightly depending on the operating system in

question, and the use to which the system is to be put, we generally need to be able

to keep an accurate and complete record of the important processes and activities

that take place on our systems. We will generally want to log significant events such

as the exercise of administrative privileges, users logging in to and out of the system,

or failing to log in, changes made to the operating system, and a number of similar

activities taking place. For a simple Windows OS, there are over 200 security-

related logs that can be turned on so it is important to find the right balance of logs

and storage. Key logs should be tied to alerts and a monitoring program.

Depending on the environment into which we will be placing the system, we

may also want to include additional features to supplement the tools built into the

operating system for these purposes. We may want to install a variety of monitor-

ing tools that watch the functionality of the system and alert us to issues with the

system itself or anomalies that might show in the various system or application

logs. We might also want to install supplementary logging architecture in order to

monitor the activities of multiple machines or to simply allow duplicate remote

copies of logs to be maintained outside the system to help ensure that we have an

unaltered record of the activities that might have taken place on the system.

In addition to the hardening methods discussed above, there are a number of specific

hardening standards. Some of the more commonly discussed are the Security Technical

Implementation Guides (STIGs)1 from the US Defense Information Systems Agency (DISA)

and the hardening guidelines2 available from the US National Security Agency (NSA)

It is also important to note that while logs are key to a post event investiga-

tion, actually reviewing the logs is a vital part of the process. If we collect logs

but never review them we will miss detecting attacks early and suffer much

greater overall impact.

Protecting against malware
A large concern at present is the mind-boggling number and variety of malware

present on the networks, systems, and storage devices around the globe. Using

such tools, attackers can disable systems, steal data, conduct social engineering

1http://iase.disa.mil/stigs/.
2http://www.nsa.gov/ia/mitigation_guidance/security_configuration_guides/operating_systems.shtml.

178 CHAPTER 11 Operating System Security



attacks, blackmail users, gather intelligence, and perform a number of other

attacks.

A good example of a particularly complex and impactful item of malware to

examine is Stuxnet. Stuxnet was first discovered in July 2009, albeit in a some-

what weaker form than what it ultimately reached [2]. Although the number of

systems infected with it was much lower in comparison to some of the other

major malware outbreaks that have taken place over the years, it had a much

more specific focus in that it targeted the Supervisory Control and Data

Acquisition (SCADA) systems that run various industrial processes. In the case of

this attack, it was a nation state attacking another nation state’s military capability.

Additional resources
For considerably more details on what Stuxnet does and how it does it, see the

“W32.Stuxnet Dossier” from Symantec, available at www.symantec.com/content/

en/us/enterprise/media/security_response/whitepapers/w32_stuxnet_dossier.pdf.

The ultimate goal of Stuxnet appears to have been the sabotage of SCADA

systems, largely targeted at portions of the equipment running in the nuclear pro-

gram in Iran [3]. Stuxnet has raised the bar for malware from largely being a

virtual-based attack to actually being physically destructive.

Anti-malware tools

Most anti-malware applications detect threats in the same way the IDS we dis-

cussed in Chapter 10 do: either by matching against a signature or by detecting

anomalous activities taking place. Anti-malware tools do tend to depend more

heavily on signatures than on anomaly detection, which is typically referred to in

the anti-malware field as heuristics. Malware signatures are usually updated by

the vendor of the application at least once a day and may be updated more often

than that if the need arises.

Anti-malware tools generally detect malware in one of two main ways: either

by detecting the presence of, or traffic indicative of, malware in real time or by

performing scans of the files and processes already in place on the system. When

malware is found, responses by the anti-malware tool may include killing any

associated processes and deleting the files, killing the processes and quarantining

the files so that they are not able to execute but are not deleted, or simply leaving

whatever has been detected alone. Leaving the files intact is not a typical

response but may be required as anti-malware tools do sometimes detect security

tools and other files that are not malware, which we may want to leave alone and

ignore in the future.

We can find anti-malware tools deployed on mobile devices, individual sys-

tems, and a variety of servers but monitored at the enterprise level as a matter of

course for large enterprise environments in order to protect these systems. We
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may also find such tools installed on proxy servers in order to filter malware out

of the incoming and outgoing traffic. This is very common in the case of proxies

for e-mail, as many items of malware use e-mail as a method of propagation. In

the case where malware is detected by such a tool, we may see the e-mail rejected

entirely, or we may merely see the malware stripped out of the message body or

the offending attachment removed.

Executable space protection

Executable space protection is a hardware- and software-based technology that

can be implemented by operating systems in order to foil attacks that use the

same techniques we commonly used in malware. In short, executable space pro-

tection prevents certain portions of the memory used by the operating system and

applications from being used to execute code. This means classic attacks such as

buffer overflows that depend on being able to execute their commands in hijacked

portions of memory may be prevented from functioning at all. Many operating

systems also use address space layout randomization (ASLR) [4] in order to shift

the contents of the memory in use around so that tampering with it is even more

difficult.

More advanced
A buffer overflow attack works by inputting more data than an application is

expecting from a particular input—for example, by entering 1000 characters into

a field that was only expecting 10. Depending on how the application was written,

we may find that the extra 990 characters are written somewhere into memory,

perhaps over memory locations used by other applications or the operating sys-

tem. It is sometimes possible to execute commands by specifically crafting the

excess data.

Executable space protection requires two components to function: a hardware

component and a software component. Both of the main CPU chip manufacturers,

Intel and AMD, support executable space protection, with Intel calling it the

Execute Disable (XD) bit [5] and AMD calling it Enhanced Virus Protection [6].

The software implementation of executable space prevention can be found in

many common operating systems. Both executable space prevention and ASLR

can be found in many operating systems from Microsoft and Apple, as well as a

number of Linux distributions, just to name a few.

Software firewalls and host intrusion detection
In addition to the tools we can use on the network to detect and filter out undesir-

able traffic, such as firewalls and IDS, we can add another layer of security at the
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host level by implementing a very similar set of tools here. Although we may

often find firewalls and IDS implemented at the network level in the form of

purpose-built appliances, the actual functions they perform are generally carried

out via specialized software resident on the devices. Similar software can be

installed directly onto the hosts residing on our networks.

Software firewalls

Properly configured software firewalls are a very useful additional layer of secu-

rity we can add to the hosts residing on our networks. Such firewalls generally

contain a subset of the features we might find on a large firewall appliance but

are often capable of very similar packet filtering and stateful packet inspection.

We often find the rulesets of such applications expressed in terms of the particular

applications and ports allowed to send and receive traffic on the various network

interfaces that exist on the host. Such softwares can range from the relatively sim-

ple versions that are built into and ship with common operating systems, such as

Windows and OS X, to large versions intended for use on corporate networks that

include centralized monitoring and the capability for considerably more complex

rules and management options.

Host intrusion detection

HIDS are used to analyze the activities on or directed at the network interface of

a particular host. They have many of the same advantages as network-based intru-

sion detection systems (NIDS) have but with a considerably reduced scope of

operation. As with software firewalls, such tools may range from simple con-

sumer versions to much more complex commercial versions that allow for cen-

tralized monitoring and management.

A potential flaw with centrally managed HIDS is that, in order for the soft-

ware to report an attack to the management mechanism in real time, the informa-

tion needs to be communicated over the network. If the host in question is being

actively attacked via the same network we would report over, we may not be able

to do this. We can attempt to mitigate such issues by sending a regular beacon

from the device to the management mechanism, allowing us to assume a problem

if we stop seeing multiple devices unexpectedly, but this might not be a complete

approach.

Operating system security tools
As we discussed in our coverage of the tools we might use to evaluate our net-

work security in Chapter 10, a number of the same or similar tools can also be

used to assess the security of our hosts. We can use scanners to examine how our

hosts interact with the rest of the devices on the network, vulnerability assessment
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tools to help point out particular areas where we might find applications or ser-

vices that may be open to attack, privilege escalation tools to gain unauthorized

access on our systems, and various exploit frameworks to allow us access to a

broad array of tools and attacks that might be used by those who would attempt

to subvert our security. The tools we will discuss in this section do not resemble

an exhaustive list, but we will hit a few of the highlights.

Scanners

We can use a large number of scanning tools to assist in detecting various secu-

rity flaws when we are looking at hosts. Although we discussed this in

Chapter 10 from a network perspective, such tools can also be used to enhance

the security of our hosts. We can look for open ports and versions of services that

are running, examine banners displayed by services for information, examine the

information our systems display over the network, and perform a large number of

similar tasks.

Earlier in this chapter, when we were discussing hardening, we looked at a

very simple example of using Nmap to look at a device over the network in order

to discover the ports that had services listening on them. Nmap actually has a

very large and broad set of functionality and can give us considerably more infor-

mation if we ask it to do so. In Figure 11.3, we can see the results of an Nmap

FIGURE 11.3

Nmap scan result.
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scan directed against a network printer. In this case, we asked Nmap to also look

for the particular versions of the services it found and to attempt to identify the

operating system running on the device. If we look at port 9220 in the listing, we

can see that the service is hp-gsg, which, although a bit cryptic, might give us

somewhat of a clue that it is a service specific to HP printers, but if we look at

the version information on the same line, we can see very specifically that the ser-

vice is HP Generic Scan Gateway 1.0. Based on this information, we might have

a much better chance of successfully being able to attack the device.

Alert!
Looking closer at the Nmap results in Figure 11.3, you will note that Nmap told

us the device being scanned was a printer, but it also told us it was running Mac

OS X as an operating system. Sometimes Nmap’s OS fingerprints can be a little

skewed from what is actually on the device, so it is often best to verify the output

from Nmap with another tool if something looks odd.

In addition to the many features built into Nmap, we can create custom Nmap

functionality of our own, through the use of the Nmap Scripting Engine (NSE).

Vulnerability assessment tools

Vulnerability assessment tools, which often include some portion of the feature

set we might find in a tool such as Nmap, are aimed specifically at the task of

finding and reporting network services on hosts that have known vulnerabilities.

One such well-known scanning tool is Tenable’s Nessus. Although Nessus

was, at one time, a free tool, it is no longer entirely so. Nessus is now primarily a

commercial tool, with a limited free license available for noncommercial use.

Nessus is chiefly a graphically interfaced vulnerability assessment tool, as shown

in Figure 11.4. In essence, Nessus will conduct a port scan on a target, then

attempt to determine what services and versions of service are running on any

ports it finds open. Nessus will then report back with a specific list of vulnerabil-

ities that we might find on a given device.

As we mentioned, Nessus, as a part of its feature set, includes a port scanner,

as a port scan is needed in order to find the listening services before we can iden-

tify the vulnerabilities that might be resident in them. Nessus also includes some

other functionalities, including the ability to add custom features to the tool

through the Nessus Attack Scripting Language (NASL).

Exploit frameworks

A category of tools, or more accurately, a category of sets of tools, called an

exploit framework, enjoyed a rise in popularity in the first few years of the 2000s

and is still going strong. Many exploit frameworks provide a variety of tools,
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including network mapping tools, sniffers, and many more, but one of the main

tools we can find in exploit frameworks is, logically, the exploit.

Exploits are small bits of software that take advantage of, or exploit, flaws in

other software or applications in order to cause them to behave in ways that were

not intended by their creators. Exploits are commonly used by attackers to gain

access to systems or gain additional privileges on them when they already have

access.

Exploit frameworks, such as Rapid7’s Metasploit, as shown in Figure 11.5,

Immunity CANVAS, and Core Impact provide large sets of prepackaged exploits

in order to make them simple to use and to make a larger library available to us

than we might have if we had to put them together individually. Many exploit

frameworks come in the form of graphically interfaced tools that can be run in

FIGURE 11.4

Nessus.

FIGURE 11.5

Metasploit Pro.
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much the same way that any other application functions. Some tools can even be

configured to automatically seek out and attack systems, spreading further into

the network as they gain additional access. We commonly see the use of exploit

frameworks in penetration testing.

Operating system security in the real world
The operating system security measures we discussed in this chapter are in com-

mon use in companies around the globe. The various steps we went over when

we discussed hardening operating systems are usually implemented by any com-

petent organization that is building servers for deployment, particularly in cases

where these servers will be Internet facing. Depending on the organization in

question and its security posture, we may or may not find such measures to have

been carried out on client machines. Although such basic hardening measures are

a way in which we can increase our security with relative ease, we do so at the

potential expense of ease of use and productivity.

The use of anti-malware tools, HIDS, and software firewalls is also rather

ubiquitous in many organizations of any appreciable size. We will commonly see

anti-malware tools installed on proxy servers filtering Web and mail traffic as it

enters from the Internet. Without such tools in place, even if we have very strong

border security in the form of firewalls and IDS, when something does manage to

make it through these measures, it will cause great havoc on our internal

networks.

The tools we discussed in this chapter and in Chapter 10 are some of the sta-

ples of the security industry. A huge number and variety of such tools might be

used in any given environment for any number of uses, but taking the time to

learn some of those that are more commonly seen, such as Nmap and Nessus,

will be helpful to anyone entering the security field. We may see larger and cost-

lier commercial tools at use in a given environment, but they will often be in use

side by side with the old standbys.

SUMMARY

One of the primary tools we can use in our efforts to secure the operating systems

for which we are responsible is hardening. The main tasks, when we seek to

harden an operating system, are to remove all unnecessary software, remove all

unessential services, alter the default accounts on the system, utilize the principle

of least privilege, apply updates to software in an appropriate manner, and con-

duct logging and auditing.

We can also apply various additional layers of security to our operating sys-

tems in the form of additional software. We can install anti-malware tools in an
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effort to detect, prevent, and remove malware when we encounter it. We can put

firewall technology to use directly on our hosts, in order to filter out undesirable

traffic as it enters or exits our network interfaces. We can also install HIDS in

order to detect attacks as they come at us over the network.

In our efforts to secure our operating systems, we can make use of a variety of

security tools in order to find the security flaws that might be present. A number

of scanning tools are available, with Nmap being one of the most well known

among them. We can also make use of vulnerability assessment tools in order to

locate specific security flaws in our services or network-enabled software, such as

Nessus. Additionally, we can use exploit frameworks to attack systems in an

effort to gain access to them or to gain elevated privilege levels, with Metasploit

being one of the better-known tools.

EXERCISES
1. What is a vector for malware propagation?

2. What is an exploit framework?

3. What is the difference between a port scanner and a vulnerability

assessment tool?

4. Explain the concept of an attack surface.

5. Why might we want a firewall on our host if one already exists on the

network?

6. What is operating system hardening?

7. What is the XD bit and why do we use it?

8. What does executable space protection do for us?

9. How does the principle of least privilege apply to operating system

hardening?

10. Download Nmap from www.nmap.org and install it. Conduct a basic scan

of scanme.nmap.org using either the Zenmap GUI or the command line.

What ports can you find open?
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INTRODUCTION

In Chapters 10 and 11, we discussed the need to keep our networks and operating

systems secure from the variety of attacks and incidents that might befall them.

Equally important to ensuring that we can keep attackers from interacting with

our networks in an unauthorized manner and subverting our operating system

security is ensuring that our applications are not misused.

As a good illustration of the importance of all three realms of security, we can

look to any of the nearly constant streams of security breaches that take place in

companies around the globe. One particular incident that was wide reaching in

terms of the methods used in the attack was the TJX breach.

The TJX breach
The TJX Companies, a retailer operating more than 2000 stores under the brands

T.J. Maxx, Marshalls, Winners, Homesense, T.K. Maxx, HomeGoods, A.J. Wright,

and Bob’s Stores, reported a breach of financial data in January 2007. It was later

announced that data regarding sales transactions for 2003, as well as May through

December 2006, had been exposed, with an estimated total of 45 million to 200 mil-

lion debit and credit card numbers having been stolen, as well as 455,000 records

containing identification information, names, and addresses.

The very beginning of the breach was an attack on the wireless network used

to communicate between handheld price-checking devices, cash registers, and

the store’s computers, at a Marshalls retail store in Minnesota [1]. The system

used the 802.11b wireless protocol to communicate and Wired Equivalent

Privacy (WEP) encryption to secure the transmission media. WEP is an outdated

encryption protocol with well-known weaknesses and was rendered obsolete in

2002 [2].
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Once the attackers gained access to the system at a local store, they were

able to access the central system at the parent company, TJX, in Massachusetts.

After the system was compromised, the attackers were able to create their own

accounts and access the stolen data directly from the Internet. This was possible

due to the lack of firewalls and encryption on sensitive portions of the TJX net-

work [3].

In the breach outlined in this case study, we can clearly see examples of net-

work security issues and operating system security issues, both of which are rela-

tively common when we look at security breaches. One of the things that makes

the attack sting the most from a security perspective is that the attackers were

able to turn TJX’s own systems against itself in order to gain access to sensitive

data, by using the normal channels within the company in an unauthorized

manner. These security issues are still relevant today, if we do not protect our

applications, including the code that runs our operating systems, network infra-

structure, and other vital pieces, we are potentially missing a critical portion of

the attack surface that needs to be secured.

Software development vulnerabilities
A number of common software development vulnerabilities can lead to security

issues in our applications. These issues are all well known as being problematic

from a security perspective, and the reasons the development practices that lead

to them should not be used are a frequent topic of discussion in both the informa-

tion security and software engineering communities.

The main categories of software development vulnerabilities include buffer

overflows, race conditions, input validation attacks, authentication attacks, autho-

rization attacks, and cryptographic attacks, as shown in Figure 12.1. All these vul-

nerabilities can be minimized with relative ease when developing new software

by simply using best practice programming techniques.

Additional resources
A great resource for secure software development standards is the set of docu-

mentation available from the Computer Emergency Response Team (CERT) at

Carnegie Mellon University.1 This organization provides secure coding documen-

tation for several programming languages and is a good overall resource for fur-

ther investigation into secure coding in general.

1www.cert.org/cert/information/developers.html.
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Buffer overflows

Buffer overflows, also referred to as buffer overruns, occur when we do not properly

account for the size of the data input into our applications. If we are taking data into

an application, most programming languages will require that we specify the amount

of data we expect to receive and set aside storage for that data. If we do not set a

limit on the amount of data we take in, called bounds checking, we may receive

1000 characters of input where we had only allocated storage for 50 characters.

In this case, the excess 950 characters of data may be written over other areas

in memory that are in use by other applications or by the operating system itself.

An attacker might use this technique to allow him to tamper with other applica-

tions or to cause the operating system to execute his own commands.

Proper bounds checking can nullify this type of attack entirely. Depending on

the language we choose for the development effort, bounds checking may be

implemented automatically, as is the case with Java and C# [4].

Race conditions

Race conditions occur when multiple processes or multiple threads within a pro-

cess control or share access to a particular resource, and the correct handling of

that resource depends on the proper ordering or timing of transactions.

For example, if we are making a $20 withdrawal from our bank account via

an ATM, the process might go as follows:

1. Check the account balance ($100)

2. Withdraw funds ($20)

3. Update the account balance ($80)

If someone else starts the same process at roughly the same time and tries to

make a $30 withdrawal, we might end up with a bit of a problem:

1. User 1: Check the account balance ($100)

2. User 2: Check the account balance ($100)

FIGURE 12.1

Main software development vulnerabilities.
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3. User 1: Withdraw funds ($20)

4. User 2: Withdraw funds ($30)

5. User 1: Update the account balance ($80)

6. User 2: Update the account balance ($70)

Because access to the resource, our bank account, is shared, we end up with a

balance of $70 being recorded, where we should see only $50. In reality, our

bank will have implemented measures to keep this from happening, but this illus-

trates the idea of a race condition. Our two users “race” to access the resource,

and undesirable conditions occur.

Race conditions can be very difficult to detect in existing software, as they are

hard to reproduce. When we are developing new applications, careful handling of

the way we access resources to avoid dependencies on timing can generally avoid

such issues.

Input validation attacks

If we are not careful to validate the input to our applications, we may find our-

selves on the bad side of a number of issues, depending on the particular environ-

ment and language being used. A good example of an input validation problem is

the format string attack.

Format string attacks are an issue where certain print functions within a pro-

gramming language can be used to manipulate or view the internal memory of an

application. In some languages, C and C11 in particular, we can insert certain

characters into our commands that will apply formatting to the data we are print-

ing to the screen, such as %f, %n, %p. Although such parameters are indeed a

legitimate part of the language, if we are not careful to filter the data input into

our applications, they can also be used to attack us.

For example, if an attacker were to include the %n (write an integer into mem-

ory) parameter in an input field and had specifically crafted the rest of the input,

he or she might be able to write a particular value into a location in memory that

might not normally be accessible to him or her. The attacker could use this tech-

nique to crash an application or cause the operating system to run a command,

potentially allowing him or her to compromise the system.

This type of attack is almost entirely one of input validation. If we are careful

to check the input we are taking in, and filter it for unexpected or undesirable

content, we can often halt any issues immediately. In the case of the format string

attack, we may be able to remove the offending characters from the input or put

error handling in place to ensure that they do not cause a problem.

Authentication attacks

When we plan the authentication mechanisms our applications will use, taking care

to use strong mechanisms will help to ensure that we can react in a reasonable
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manner in the face of attacks. There are a number of common factors across the var-

ious mechanisms we might choose that will help make them stronger.

If we put a requirement for strong passwords into our applications when we

are doing password authentication, this will go a long way toward helping to keep

attackers out. If we use an eight-character, all-lowercase password, such as hello-

bob, a reasonably powerful machine may be able to break the password in a mat-

ter of seconds. If we use an eight-character, mixed-case password that also

includes a number and a symbol, such as H3lloBob!, our time goes up to more

than 2 years [5]. Furthermore, our applications should not use passwords that are

built-in and are not changeable, often referred to as hard-coded passwords.

Additionally, performing any authentication steps on the client side is gener-

ally not a good idea, as we then place such measures where they may easily be

attacked. As a good example of why we should not do client-side authentication,

we can look to the incident involving certain hardware-encrypted flash drives

from SanDisk, Kingston, and Verbatim that was reported in January 2010 [6]. In

this case, it was found that an application running on the user’s computer was

responsible for verifying that the decryption password entered was actually cor-

rect and sent a fixed code to the device to unlock it. Security researchers were

able to build a tool to send the same unlock code without needing the password

and were able to circumvent the security of the devices entirely [7].

Authorization attacks

Just as we discussed when we looked at authentication, placing authorization

mechanisms on the client side is a bad idea as well. Any such process that is per-

formed in a space where it might be subject to direct attack or manipulation by

users is almost guaranteed to be a security issue at some point. We should instead

authenticate against a remote server or on the hardware of the device, if we have

a portable device, where we are considerably more in control.

When we are authorizing a user for some activity, we should do so using the

principle of least privilege, as we discussed in Chapter 3. If we are not careful to

allow the minimum permissions required, both for our users and for the internal

activities of our software, we may leave ourselves open for attack and compromise.

Additionally, whenever a user or process attempts an activity that requires particu-

lar privileges, we should always check again to ensure that the user is indeed autho-

rized for the activity in question, each time it is attempted. If we have a user

who, whether by accident or by design, gains access to restricted portions of our

application, we should have measures in place that will not allow the user to proceed.

Cryptographic attacks

We leave ourselves open to failure if we do not pay close enough attention to

designing our security mechanisms while we implement cryptographic controls in
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our applications. Cryptography is easy to implement badly, and this can give us a

false sense of security.

One of the big “gotchas” in implementing cryptography is to give in to the

temptation to develop a cryptographic scheme of our own devising. The major

cryptographic algorithms in use today, such as Advanced Encryption Standard

(AES) and RSA, have been developed and tested by thousands of people who are

very skilled and make their living developing such tools. Additionally, such algo-

rithms are in general use because they have been able to stand the test of time

without serious compromise. Although it is possible that our homegrown algo-

rithm may have something to offer, software that stores or processes any sort of

sensitive data is likely not a good place to test it out.

In addition to using known algorithms, we should also plan for the mechan-

isms we do select to become obsolete or compromised in the future. This means,

in our software design, we should allow for the use of different algorithms, or at

least design our applications in such a way that changing them is not a Herculean

task. We should also plan for changing the encryption keys the software uses, in

case our keys break or become exposed.

Web security
As the use of Web pages and applications has become prevalent in recent years,

careful design and development of them is paramount. Attackers can use an

enormous variety of techniques to compromise our machines, steal sensitive infor-

mation, and trick us into carrying out activities without our knowledge. These types

of attacks divide into two main categories: client-side attacks and server-side

attacks.

Client-side attacks

Client-side attacks take advantage of weaknesses in the software loaded on our

clients, or those attacks that use social engineering to trick us into going along

with the attack. There are a large number of such attacks, but we will focus spe-

cifically on some that use the Web as an attack vehicle.

Cross-site scripting
Cross-site scripting (XSS) is an attack carried out by placing code in the form of

a scripting language into a Web page, or other media, that is interpreted by a cli-

ent browser, including Adobe Flash animation and some types of video files.

When another person views the Web page or media, he or she executes the code

automatically, and the attack is carried out. A good example of such an attack

might be for the attacker to leave a comment containing the attack script in the

comments section of an entry on a blog. Every person reading the command in
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her browser would execute the attack. This kind of attack is used on legitimate

sites like banks or e-retailers to turn them into malicious sites.

Alert!
As we discussed, cross-site scripting is abbreviated as XSS, which may be a bit

confusing to some. This was done because the acronym CSS was already used for

Cascading Style Sheets, another Web-related technology.

Cross-site request forgery
A cross-site request forgery (XSRF) attack is similar to XSS, in a general sense.

In this type of attack, the attacker places a link, or links, on a Web page in such a

way that they will be automatically executed, in order to initiate a particular

activity on another Web page or application where the user is currently authenti-

cated. For instance, such a link might cause the browser to add items to our shop-

ping cart on Amazon or transfer money from one bank account to another.

If we are browsing several pages and are still authenticated to the same page

the attack is intended for, we might execute the attack in the background and

never know it. For example, if we have several pages open in our browser, includ-

ing one for MySpiffyBank.com, a common banking institution, and we are still

logged in to that page when we visit BadGuyAttackSite.com, the links on the

attack page may automatically execute in order to get us to transfer money to

another account.

This type of attack takes somewhat of a shotgun approach in order to be car-

ried out successfully. The attacker will most likely not know which Web sites the

user is authenticated to but can guess at some of the more common choices, such

as banks or shopping sites, and include components to target those specifically.

Clickjacking
Clickjacking is an attack that takes advantage of the graphical display capabilities

of our browser to trick us into clicking on something we might not otherwise.

Clickjacking attacks work by placing another layer over the page, or portions of

the page, in order to obscure what we are actually clicking. For example, the

attacker might hide a button that says “buy now” under another layer with a but-

ton that says “more information.”

More advanced
These types of attacks are, for the most part, thwarted by the newer versions of

the common browsers, such as Internet Explorer, Firefox, Safari, and Chrome.

The most common attacks we discussed in this section will be blocked by these

automatically, but the landscape of attacks is constantly changing. In many cases,
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however, new attack vectors are simply variations of old attacks. Additionally,

there are innumerable vulnerable clients running on outdated or unpatched soft-

ware that are still vulnerable to attacks that are years old. Understanding how the

common attacks work and protecting against them not only gives us an additional

measure of security but also helps us understand how newer attacks might be

developed.

It is very important to keep up with the most recent browser versions and

updates, as the vendors that produce them regularly update their protections.

Furthermore, for some browsers, we can apply additional tools in order to protect

us from client-side attacks. One of the better known of these tools is NoScript2

and is presently only available for Firefox. NoScript blocks most Web page

scripts by default and allows only those that we specifically enable. With careful

use, script-blocking tools such as this can disable many of the Web-based threats

we might encounter.

Server-side attacks

On the server side of the Web transaction, a number of vulnerabilities may cause

us problems as well. Such threats and vulnerabilities can vary widely depending

on our operating system, Web server software, various software versions, script-

ing languages, and many other factors. Across all of these, however, are several

factors that are the cause of numerous security issues that are common across the

various implementations we might encounter.

Lack of input validation
Lack of proper input validation is a large problem when we look at Web plat-

forms. As we discussed earlier in the chapter, this is a general security issue

when developing software, but some of the most common server-side Web attacks

use this weakness to carry out their attacks.

Structured Query Language (SQL) injection gives us a strong example of what

might happen if we do not properly validate the input of our Web applications.

SQL is the language we use to communicate with many of the common databases

on the market today. In the case of databases connected to Web applications,

entering specially crafted data into the Web forms that interact with them can

sometimes produce results not anticipated by the application developers. We will

discuss the specifics of SQL injection in more depth later in this chapter.

If we are careful to validate the input we take into our Web applications and

filter out characters that might be used to compromise our security, we can often

fend off such an attack before it even begins. In many cases, filtering out special

characters such as �, %, ‘,;, and / will defeat such attacks entirely.

2http://noscript.net/.
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Improper or inadequate permissions
Inadequate permissions can often cause us problems with Web applications, and

Internet-facing applications of most any kind. Particularly with Web applications

and pages, there are often sensitive files and directories that will cause security

issues if they are exposed to general users. One area that might cause us trouble

is the exposure of configuration files.

For example, in many Web applications that make use of a database (that is a

vast majority of them), there are configuration files that hold the credentials the

application uses to access the database. If these files and the directories that hold

them are not properly secured, an attacker may simply read our credentials from

the file and access the database as he or she pleases. For applications that hold

sensitive data, this could be disastrous.

Likewise, for the directories on our Web servers, if we do not take care to

secure them properly, this may be pointed out to us in a less than desirable way.

We may find files changed in our applications, new files added, or the contents

deleted entirely. Unsecure applications that are Internet facing do not tend to last

very long before being compromised.

Extraneous files
When we move a Web server from development into production, one of the tasks

often missed in the process is that of cleaning up any files not directly related to

running the site or application, or that might be artifacts of the development or

build process.

If we leave archives of the source code from which our applications are built,

backup copies of our files, text files containing our notes or credentials, or any

such related files, we may be handing an attacker exactly the materials he or she

needs in order to compromise our system. One of the final steps when we are roll-

ing out such a server should be to make sure all such files are cleaned up or

moved elsewhere if they are still needed. This is also a good periodic check to

ensure that, in the course of troubleshooting or upgrading, these items have not

been left behind where they are visible to the general public.

Database security
As we discussed when we went over Web security issues, the vast majority of

Web sites and applications in use today make use of databases in order to store

the information they display and process. In some cases, such applications may

hold very sensitive data, such as tax returns, medical data, or legal records; or

they may contain only the contents of a discussion forum on knitting. In either

case, the data such applications hold is important to the owners of the application

and they would be inconvenienced, at the very least, if it were damaged or manip-

ulated in an unauthorized manner.
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A number of issues can cause trouble in ensuring the security of our databases.

The canonical list includes the following [8]:

• Unauthenticated flaws in network protocols

• Authenticated flaws in network protocols

• Flaws in authentication protocols

• Unauthenticated access to functionality

• Arbitrary code execution in intrinsic SQL elements

• Arbitrary code execution in securable SQL elements

• Privilege escalation via SQL injection

• Local privilege escalation issues

Although this may seem like a horribly complex set of issues for us to worry

about, we can break them down into four major categories, as shown in

Figure 12.2.

Protocol issues

We might find a number of issues in the protocols in use by any given database.

We can look at the network protocols used to communicate with the database,

some of which will need a set of credentials in order to use and some of which

will not. In either case, there is often a steady stream of vulnerabilities for most

any major database product and version we might care to examine. Such vulner-

abilities often involve some of the more common software development issues,

such as the buffer overflows we discussed at the beginning of this chapter.

When we are dealing with known protocol issues, the absolute best defense is

to ensure that we are using the most current software version and patches for the
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Categories of database security issues.
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database software in question, as we discussed in Chapter 11. Defending against

presently unknown network protocol issues often revolves around limiting access

to our databases, either in the sense of actually limiting access to who is able to

connect to the database over the network, using some of the methods we

discussed in Chapter 10, or, in the case of authenticated protocol problems, by

limiting the privileges and accounts we make available for the database itself, fol-

lowing the principle of least privilege.

We may also have issues in the authentication protocols used by our database,

depending on the specific software and version we have in use. In general, the

older and more out-of-date our software becomes, the more likely it is that we are

using an authentication protocol that is not robust. Many older applications will

use authentication protocols we know to have been broken at some point, or to

have obvious architectural flaws, such as sending login credentials over the net-

work in plaintext (refer to Chapter 5), as Telnet does. Again, the best defense

here is to ensure that we are on current versions of the software we are using.

Unauthenticated access

When we give a user or process the opportunity to interact with our database

without supplying a set of credentials, we create the possibility for security issues.

Such issues may be related to simple queries to the database through a Web inter-

face, in which we might accidentally expose information contained in the

database; or we might expose information on the database itself, such as a version

number, giving an attacker additional material with which to compromise our

application.

We might also experience a wide variety of issues related to the secure soft-

ware development practices we discussed at the beginning of the chapter. If the

user or process is forced to send us a set of credentials to begin a transaction, we

can monitor, or place limits on, what the user or process is allowed to do, based

on those credentials. If we allow access to part of our application or tool set with-

out requiring these credentials, we may lose visibility and control over what

actions are taking place.

Arbitrary code execution

We can find a number of areas for security flaws in the languages we use to talk

to databases. Generally, these are concentrated on SQL, as it is the most common

database language in use. In the default SQL language, a number of built-in ele-

ments are possible security risks, some of which we can control access to and

some of which we cannot.

In these language elements, we may find a number of issues related to bugs in

the software we are using, or issues spawned by not using secure coding practices,

that might allow us to execute arbitrary code within the application. For example,

a flaw allowing us to conduct a buffer overflow, as we discussed earlier in this
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chapter, might enable us to insert attack code into the memory space used by the

database or the operating system, and compromise either or both of them.

Our best defenses against such attacks are twofold. From the consumer side,

we should stay current on the version and patch levels for our software. From the

vendor side, we should mandate secure coding practices, in all cases, in order to

eliminate the vulnerabilities in the first place, as well as conducting internal

reviews to ensure that such practices are actually being followed.

Privilege escalation

Our last category of major database security issues is that of privilege escalation.

In essence, privilege escalation is a category of attack in which we make use of

any of a number of methods to increase the level of access above what we are

authorized to have or have managed to gain on the system or application through

attack. Generally speaking, privilege escalation is aimed at gaining administrative

access to the software in order to carry out other attacks without needing to worry

about not having the access required.

As we mentioned earlier in the chapter, SQL injection is a very common

attack against databases that are accessible through a Web interface and is largely

an issue of not filtering or validating inputs properly. SQL injection can be used

to gain information from the database in an unauthorized manner, modify data

contained in the database, and perform many other similar activities. SQL injec-

tion can also be used to gain or escalate privileges in the database.

One of the more common SQL injection examples is to send the string “or”

10 5 10 as the input in a username field for an application. If the application has

not filtered the input properly, this may cause it to automatically record that we

have entered a legitimate username, which we have clearly not done, allowing us

to potentially escalate the level of privilege to which we have access.

Additional resources
For those interested in more information regarding SQL injection and database

security in general, two books available from Syngress are Securing SQL Server

by Denny Cherry (ISBN: 9781597496254) and SQL Injection Attacks and

Defense by Justin Clarke (ISBN: 9781597494243). Both are great resources from

very knowledgeable folks.

An additional area of concern for privilege escalation is from an operating sys-

tem perspective. Database applications are processes running on the operating

system, using the credentials and privileges of an operating system user, just like

a Web browser or any other application we might want to run. If we are not care-

ful to protect our operating systems and the user accounts that run on them, as we

talked about in Chapters 10 and 11, any database security measures we might put

in place may be for naught. If an attacker gains access to the account under which
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the database software is running, he or she will likely have privileges to do any-

thing he or she might care to do, including deleting the database itself, changing

passwords for any of the database users, changing the settings for the way the

database functions, manipulating data, and so on.

Our best defenses against operating system issues such as these are the set of

hardening and mitigation steps we discussed in Chapter 11. If we can keep attack-

ers from compromising our system in the first place, we can largely avoid this

particular concern.

Application security tools
We can use a number of tools in an attempt to assess and improve the security of

our applications. We discussed some of them, such as sniffers, in Chapters 10 and

11. Others are less familiar and more complex, such as fuzzers and reverse engi-

neering tools. Some of these tools require a certain amount of experience in

developing software and a higher level of familiarity with the technologies con-

cerned in order to be able to use them effectively.

Sniffers

As we discussed in Chapters 10 and 11, sniffers can be of great use in a variety

of security situations. We can use them at a very high level to examine all the

traffic traveling over the portion of the network to which we are attached, pre-

suming we can get our sniffer placed properly to see the traffic in question. We

can also use such tools very specifically in order to watch the network traffic

being exchanged with a particular application or protocol. In Figure 12.3, we are

using Wireshark to examine Hypertext Transfer Protocol (HTTP) traffic

specifically.

We can also, in some cases, use tools specific to certain operating systems in

order to get additional information from sniffing tools. A good example of this is

the Microsoft Network Monitor tool, which will enable us to not only sniff the

network traffic but also easily associate the traffic we are seeing with a particular

application or process running on the system. This allows us to very specifically

track information we see on the network interface of the system back to a certain

process, as shown in Figure 12.4.

Web application analysis tools

For purposes of analyzing Web pages or Web-based applications, a great number

of tools exist, some of them commercial and some of them free. Most of these

tools perform the same general set of tasks and will search for common flaws

such as XSS or SQL injection flaws, as well as improperly set permissions, extra-

neous files, outdated software versions, and many more such items.
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Nikto and Wikto
Nikto is a free and open source Web server analysis tool that will perform checks

for many of the common vulnerabilities we mentioned at the beginning of this

section and discussed earlier in the chapter when we went over server-side secu-

rity issues. Nikto will index all the files and directories it can see on the target

Web server, a process commonly referred to as spidering and will then locate and

report on any potential issues it finds.

Alert!

It is important to note when using Web analysis tools that not everything the tool

reports as a potential issue will actually be a security problem. Such tools almost

universally give us back a certain number of false positives, indicating a problem

that is not actually valid. It is important to manually verify that the issue really

exists before taking action to mitigate it.

Nikto is a command-line interface tool that runs on Linux. For those of us

who are in a Windows-centric environment, or prefer to use a graphical interface,

SensePost has produced a Windows version of Nikto called Wikto, as shown in

Figure 12.5. Wikto is very similar in functionality to Nikto and provides us with

a GUI.

FIGURE 12.3

Wireshark examining HTTP traffic.
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Burp Suite
Quite a few commercial Web analysis tools are also available, and they vary in

price from several hundred dollars to many thousands of dollars. Burp Suite is

one such tool, tending toward the lower end of the cost scale for the professional

version ($299 per year at the time of this writing) but still presenting a solid set

of features. Burp Suite runs in a GUI, as shown in Figure 12.6, and, in addition to

the standard set of features we might find in any Web assessment product,

includes several more advanced tools for conducting more in-depth attacks.

Burp Suite is also available in a free version that allows the use of the stan-

dard scanning and assessment tools but does not include access to the more

advanced features.

Fuzzers

In addition to all the tools we can use to look over our software for various

known vulnerabilities, there is another category of tools we can use to find

completely unexpected problems, a process referred to as fuzz testing. The tools

we use for this technique, referred to as fuzzers, work by bombarding our applica-

tions with all manner of data and inputs from a wide variety of sources, in the

hope that we can cause the application to fail or to perform in unexpected ways.

FIGURE 12.4

Microsoft network monitor examining traffic from an application.
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More advanced
The concept of fuzzing was first developed by Barton Miller for a graduate-

level university operating system class in the late 1980s [9], and it has enjoyed

popular use by security researchers and those conducting security assessments

on applications. A great resource for further reading on fuzzing, including the

document that spawned this field of analysis, can be found on Miller’s fuzzing

Web page at the University of Wisconsin, at http://pages.cs.wisc.edu/Bbart/

fuzz/.

A wide variety of fuzzing tools are available, some with a specific focus and

some that are more general. Microsoft has released several very specific fuzzing

tools to assist in discovering vulnerabilities in both existing software and soft-

ware in development, including the MiniFuzz File Fuzzer, designed to find flaws

in file-handling source code, the BinScope Binary Analyzer, for examining

source code for general good practices, and the SDL Regex Fuzzer, for testing

certain pattern-matching expressions for potential vulnerabilities. A great number

of other tools exist for a variety of fuzzing purposes, many of them free and

open source.

FIGURE 12.5

Wikto.
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Application security in the real world
In today’s highly networked and application-based business world, securing our

applications is an absolute necessity. We work online, shop online, go to school

online, conduct business online, and generally lead heavily connected lives. We

can see frequent examples of businesses that do not take the trouble to secure

their assets, and the serious repercussions that are felt by both them and their cus-

tomers when they experience failure in this area.

We talked about the need to build security into our applications through the use

of secure coding practices, the need to secure our Web applications, and the need to

secure our databases, but these measures all really work in concert when we apply

them. When we are developing an application, whether it is for use internally or

whether it is Internet facing, we need to take all these areas into account. When

we are developing an application from scratch, developing to a set of secure coding

standards is an absolute must. The National Institute of Standards and Technology

(NIST) 800 Series of publications3 has numerous guides for both development and

deployment of technologies and applications and is a great starting place for organiza-

tions that do not have internal development and deployment standards of their own.

FIGURE 12.6

Burp Suite.

3http://csrc.nist.gov/publications/PubsSPs.html.
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Securing our Web applications and the databases they interface with is also a criti-

cal activity. When we look at any given breach that involved a lapse in security,

whether corporate or governmental, we are almost guaranteed to find a failure in

application security at some point. The TJX breach we discussed earlier in the chapter

was not an application failure to begin with, but the lax application security the com-

pany had in place made the breach far worse than it might have been otherwise. Such

security measures are not optional or just a “good idea” for technology-based compa-

nies, they are a foundational requirement. Depending on the industry in which we are

operating and the data we are handling, such protections may be mandated by law.

SUMMARY

A number of vulnerabilities are common to the software development process, across

many of the platforms on which we might be developing or implementing our solu-

tion. We may encounter buffer overflows, race conditions, input validation attacks,

authentication attacks, authorization attacks, and cryptographic attacks, just to name

a few. Although such issues are very common, most of them can be resolved with rel-

ative ease by following secure coding guidelines, either those internal to our organi-

zations, or from external sources such as NIST, CERT, or the Build Security in

Software Assurance Initiative (BSI) from the US Department of Homeland Security.4

In terms of Web security, the areas of concern break out into client-side issues

and server-side issues. Client-side issues involve attacks against the client soft-

ware we are running, or the people using the software. We can help mitigate these

by ensuring that we are on the most current version of the software and associated

patches, and sometimes by adding extra security tools or plug-ins. On the other

side, we have attacks that are directly against the Web server itself. Such attacks

often take advantage of lack of strict permissions, lack of input validation, and

leftover files from development or troubleshooting efforts. Fixing such issues

requires careful scrutiny by both developers and security personnel.

Database security is a large concern for almost any Internet-facing application.

The main categories of database security concerns are protocol issues, unauthenti-

cated access, arbitrary code execution, and privilege escalation. Many of these pro-

blems can be mitigated by following secure coding practices, keeping up-to-date on

our software versions and patches, and following the principle of least privilege.

There are a number of application security tools that we can use in our efforts

to render our applications more able to resist attack. As with network and host

security, we can put sniffers to use in examining what enters and exits our appli-

cations in terms of network data. We can also use reverse engineering tools to

examine how existing applications operate and to determine what weaknesses we

might have that a skilled reverse engineer could exploit. In addition, we can make

use of fuzzing tools and Web application analysis tools in order to locate vulner-

abilities, whether known or unknown.

4https://buildsecurityin.us-cert.gov/bsi/home.html.
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EXERCISES
1. What does a fuzzing tool do?

2. Give an example of a race condition.

3. Why is it important to remove extraneous files from a Web server?

4. What does the tool Nikto do and in what situation might we use it?

5. Name the two main categories of Web security.

6. Is an SQL injection attack an attack on the database or an attack on the

Web application?

7. Why is input validation important?

8. Explain an XSRF attack and what we might do to prevent it.

9. How might we use a sniffer to increase the security of our applications?

10. How can we prevent buffer overflows in our applications?
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